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Science in crisis (?)

IN THE WAKE OF HIGH-PROFILE CONTROVERSIES, PSYCHOLOGISTS 
ARE FACING UP TO PROBLEMS WITH REPLICATION.

F or many psychologists, the clearest sign that their 
field was in trouble came, ironically, from a study 
about premonition. Daryl Bem, a social psycholo-

gist at Cornell University in Ithaca, New York, showed 
student volunteers 48  words and then abruptly asked 
them to write down as many as they could remember. 
Next came a practice session: students were given a 
random subset of the test words and were asked to type 
them out. Bem found that some students were more 
likely to remember words in the test if they had later 
practised them. Effect preceded cause. 

Bem published his findings in the Journal of Personal-
ity and Social Psychology (JPSP) along with eight other 
experiments1  providing evidence for what he refers to 
as “psi”, or psychic effects. There is, needless to say, no 
shortage of scientists sceptical about his claims. Three 

research teams independently tried to replicate the effect 
Bem had reported and, when they could not, they faced 
serious obstacles to publishing their results. The episode 
served as a wake-up call. “The realization that some pro-
portion of the findings in the literature simply might not 
replicate was brought home by the fact that there are 
more and more of these counterintuitive findings in the 
literature,” says Eric-Jan Wagenmakers, a mathematical 
psychologist from the University of Amsterdam. 

Positive results in psychology can behave like rumours: 
easy to release but hard to dispel. They dominate most 
journals, which strive to present new, exciting research. 
Meanwhile, attempts to replicate those studies, espe-
cially when the findings are negative, go unpublished, 
languishing in personal file drawers or circulating in 
conversations around the water cooler. “There are some 
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OBITUARY Wylie Vale 
and an elusive stress 
hormone p.542

HISTORY OF SCIENCE Descartes’ 
lost letter tracked using 
Google p.540

EARTH SYSTEMS Past climates 
give valuable clues to future 
warming p.537

AVIAN INFLUENZA Shift expertise 
to track mutations where 
they emerge p.534

Raise standards for  
preclinical cancer research

C. Glenn Begley and Lee M. Ellis propose how methods, publications and  
incentives must change if patients are to benefit.

Efforts over the past decade to  
characterize the genetic alterations 
in human cancers have led to a better 

understanding of molecular drivers of this 
complex set of diseases. Although we in the 
cancer field hoped that this would lead to 
more effective drugs, historically, our ability 
to translate cancer research to clinical suc-
cess has been remarkably low1. Sadly, clinical 

trials in oncology have the highest failure 
rate compared with other therapeutic areas. 
Given the high unmet need in oncology, it 
is understandable that barriers to clinical 
development may be lower than for other 
disease areas, and a larger number of drugs 
with suboptimal preclinical validation will 
enter oncology trials. However, this low suc-
cess rate is not sustainable or acceptable, and 

investigators must reassess their approach to 
translating discovery research into greater 
clinical success and impact.

Many factors are responsible for the high 
failure rate, notwithstanding the inher-
ently difficult nature of this disease. Cer-
tainly, the limitations of preclinical tools 
such as inadequate cancer-cell-line and 
mouse models2 make it difficult for even 

Many landmark findings in preclinical oncology research are not reproducible, in part because of inadequate cell lines and animal models.
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We conducted replications of 100 experimental and correlational studies 
published in three psychology journals using high-powered designs and 
original materials when available. 
Replication effects were half the magnitude of original effects, 
representing a substantial decline. Ninety-seven percent of original 
studies had statistically significant results. Thirty-six percent of 
replications had statistically significant results 



• The smaller the studies conducted in a scientific field, 
the less likely the research findings are to be true.  

• The greater the number and the lesser the selection 
of tested relationships in a scientific field, the less 
likely the research findings are to be true.  

• The greater the flexibility in designs, definitions, 
outcomes, and analytical modes in a scientific field, 
the less likely the research findings are to be true.  

• The hotter a scientific field (with more scientific teams 
involved), the less likely the research findings are to 
be true. 

PLoS Medicine  |  www.plosmedicine.org 0696
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Published research fi ndings are 
sometimes refuted by subsequent 
evidence, with ensuing confusion 

and disappointment. Refutation and 
controversy is seen across the range of 
research designs, from clinical trials 
and traditional epidemiological studies 
[1–3] to the most modern molecular 
research [4,5]. There is increasing 
concern that in modern research, false 
fi ndings may be the majority or even 
the vast majority of published research 
claims [6–8]. However, this should 
not be surprising. It can be proven 
that most claimed research fi ndings 
are false. Here I will examine the key 

factors that infl uence this problem and 
some corollaries thereof. 

Modeling the Framework for False 
Positive Findings 
Several methodologists have 
pointed out [9–11] that the high 
rate of nonreplication (lack of 
confi rmation) of research discoveries 
is a consequence of the convenient, 
yet ill-founded strategy of claiming 
conclusive research fi ndings solely on 
the basis of a single study assessed by 
formal statistical signifi cance, typically 
for a p-value less than 0.05. Research 
is not most appropriately represented 
and summarized by p-values, but, 
unfortunately, there is a widespread 
notion that medical research articles 

should be interpreted based only on 
p-values. Research fi ndings are defi ned 
here as any relationship reaching 
formal statistical signifi cance, e.g., 
effective interventions, informative 
predictors, risk factors, or associations. 
“Negative” research is also very useful. 
“Negative” is actually a misnomer, and 
the misinterpretation is widespread. 
However, here we will target 
relationships that investigators claim 
exist, rather than null fi ndings. 

As has been shown previously, the 
probability that a research fi nding 
is indeed true depends on the prior 
probability of it being true (before 
doing the study), the statistical power 
of the study, and the level of statistical 
signifi cance [10,11]. Consider a 2 × 2 
table in which research fi ndings are 
compared against the gold standard 
of true relationships in a scientifi c 
fi eld. In a research fi eld both true and 
false hypotheses can be made about 
the presence of relationships. Let R 
be the ratio of the number of “true 
relationships” to “no relationships” 
among those tested in the fi eld. R 

is characteristic of the fi eld and can 
vary a lot depending on whether the 
fi eld targets highly likely relationships 
or searches for only one or a few 
true relationships among thousands 
and millions of hypotheses that may 
be postulated. Let us also consider, 
for computational simplicity, 
circumscribed fi elds where either there 
is only one true relationship (among 
many that can be hypothesized) or 
the power is similar to fi nd any of the 
several existing true relationships. The 
pre-study probability of a relationship 
being true is R⁄(R + 1). The probability 
of a study fi nding a true relationship 
refl ects the power 1 − β (one minus 
the Type II error rate). The probability 
of claiming a relationship when none 
truly exists refl ects the Type I error 
rate, α. Assuming that c relationships 
are being probed in the fi eld, the 
expected values of the 2 × 2 table are 
given in Table 1. After a research 
fi nding has been claimed based on 
achieving formal statistical signifi cance, 
the post-study probability that it is true 
is the positive predictive value, PPV. 
The PPV is also the complementary 
probability of what Wacholder et al. 
have called the false positive report 
probability [10]. According to the 2 
× 2 table, one gets PPV = (1 − β)R⁄(R 
− βR + α). A research fi nding is thus 

The Essay section contains opinion pieces on topics 
of broad interest to a general medical audience. 
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Summary
There is increasing concern that most 

current published research fi ndings are 
false. The probability that a research claim 
is true may depend on study power and 
bias, the number of other studies on the 
same question, and, importantly, the ratio 
of true to no relationships among the 
relationships probed in each scientifi c 
fi eld. In this framework, a research fi nding 
is less likely to be true when the studies 
conducted in a fi eld are smaller; when 
effect sizes are smaller; when there is a 
greater number and lesser preselection 
of tested relationships; where there is 
greater fl exibility in designs, defi nitions, 
outcomes, and analytical modes; when 
there is greater fi nancial and other 
interest and prejudice; and when more 
teams are involved in a scientifi c fi eld 
in chase of statistical signifi cance. 
Simulations show that for most study 
designs and settings, it is more likely for 
a research claim to be false than true. 
Moreover, for many current scientifi c 
fi elds, claimed research fi ndings may 
often be simply accurate measures of the 
prevailing bias. In this essay, I discuss the 
implications of these problems for the 
conduct and interpretation of research.

It can be proven that 
most claimed research 

fi ndings are false.
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Irreproducibility in neuroimaging

Overall analyses across cognitive processing experiments (P > .
29) and across emotional processing experiments (P > .47) 
revealed no significant results. Similarly, no convergence was 
found in analyses investigating positive (all P > .15), negative (all P 
> .76), or memory (all P > .48) processes. Analyses that restricted 
inclusion of confounds (eg, medication, comorbidity, age) did not 
change the results.

JAMA Psychiatry. 2017;74(1):47-55.
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Neuroimaging: a perfect storm for irreproducibility

https://upload.wikimedia.org/wikipedia/commons/5/59/The_Tamaroa_in_the_Storm_by_Terrence_Maley_DVIDS1082872.jpg
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Designing a more reproducible scientific enterprise
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Cognitive biases in scientific reasoning

• “The first principle is that you must not fool yourself 
and you are the easiest person to fool”                                           
- R. Feynman 

• We pay more attention to information that confirms 
our hypotheses or biases versus those that 
disconfirm them 

• We fail to consider alternative hypotheses that could 
explain the data 

• We fail to consider base rates
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Improving the choice architecture of science

• Choice architecture 
• particular set of features that 

drive people toward or away 
from particular choices 

• Nudges 
• Improving incentives 
• Using the power of defaults 
• Providing feedback 
• Expecting and prevent errors
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Threats to reproducibility: Low power

It has been claimed and demonstrated that many (and 
possibly most) of the conclusions drawn from biomedi-
cal research are probably false1. A central cause for this 
important problem is that researchers must publish in 
order to succeed, and publishing is a highly competitive 
enterprise, with certain kinds of findings more likely to 
be published than others. Research that produces novel 
results, statistically significant results (that is, typically 
p < 0.05) and seemingly ‘clean’ results is more likely to be 
published2,3. As a consequence, researchers have strong 
incentives to engage in research practices that make 
their findings publishable quickly, even if those prac-
tices reduce the likelihood that the findings reflect a true 
(that is, non-null) effect4. Such practices include using 
flexible study designs and flexible statistical analyses 
and running small studies with low statistical power1,5. 
A simulation of genetic association studies showed 
that a typical dataset would generate at least one false 
positive result almost 97% of the time6, and two efforts 
to replicate promising findings in biomedicine reveal 
replication rates of 25% or less7,8. Given that these pub-
lishing biases are pervasive across scientific practice, it 
is possible that false positives heavily contaminate the 
neuroscience literature as well, and this problem may 
affect at least as much, if not even more so, the most 
prominent journals9,10.

Here, we focus on one major aspect of the problem: 
low statistical power. The relationship between study 
power and the veracity of the resulting finding is 
under-appreciated. Low statistical power (because of 

low sample size of studies, small effects or both) nega-
tively affects the likelihood that a nominally statistically 
significant finding actually reflects a true effect. We dis-
cuss the problems that arise when low-powered research 
designs are pervasive. In general, these problems can be 
divided into two categories. The first concerns prob-
lems that are mathematically expected to arise even if 
the research conducted is otherwise perfect: in other 
words, when there are no biases that tend to create sta-
tistically significant (that is, ‘positive’) results that are 
spurious. The second category concerns problems that 
reflect biases that tend to co-occur with studies of low 
power or that become worse in small, underpowered 
studies. We next empirically show that statistical power 
is typically low in the field of neuroscience by using evi-
dence from a range of subfields within the neuroscience 
literature. We illustrate that low statistical power is an 
endemic problem in neuroscience and discuss the impli-
cations of this for interpreting the results of individual 
studies.

Low power in the absence of other biases
Three main problems contribute to producing unreliable 
findings in studies with low power, even when all other 
research practices are ideal. They are: the low probability of 
finding true effects; the low positive predictive value (PPV; 
see BOX 1 for definitions of key statistical terms) when an 
effect is claimed; and an exaggerated estimate of the mag-
nitude of the effect when a true effect is discovered. Here, 
we discuss these problems in more detail.
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Power failure: why small sample 
size undermines the reliability of 
neuroscience
Katherine S. Button1,2, John P. A. Ioannidis3, Claire Mokrysz1, Brian A. Nosek4, 
Jonathan Flint5, Emma S. J. Robinson6 and Marcus R. Munafò1

Abstract | A study with low statistical power has a reduced chance of detecting a true effect, 
but it is less well appreciated that low power also reduces the likelihood that a statistically 
significant result reflects a true effect. Here, we show that the average statistical power of 
studies in the neurosciences is very low. The consequences of this include overestimates of 
effect size and low reproducibility of results. There are also ethical dimensions to this 
problem, as unreliable research is inefficient and wasteful. Improving reproducibility in 
neuroscience is a key priority and requires attention to well-established but often ignored 
methodological principles.
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findings in studies with low power, even when all other 
research practices are ideal. They are: the low probability of 
finding true effects; the low positive predictive value (PPV; 
see BOX 1 for definitions of key statistical terms) when an 
effect is claimed; and an exaggerated estimate of the mag-
nitude of the effect when a true effect is discovered. Here, 
we discuss these problems in more detail.
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It has been claimed and demonstrated that many (and 
possibly most) of the conclusions drawn from biomedi-
cal research are probably false1. A central cause for this 
important problem is that researchers must publish in 
order to succeed, and publishing is a highly competitive 
enterprise, with certain kinds of findings more likely to 
be published than others. Research that produces novel 
results, statistically significant results (that is, typically 
p < 0.05) and seemingly ‘clean’ results is more likely to be 
published2,3. As a consequence, researchers have strong 
incentives to engage in research practices that make 
their findings publishable quickly, even if those prac-
tices reduce the likelihood that the findings reflect a true 
(that is, non-null) effect4. Such practices include using 
flexible study designs and flexible statistical analyses 
and running small studies with low statistical power1,5. 
A simulation of genetic association studies showed 
that a typical dataset would generate at least one false 
positive result almost 97% of the time6, and two efforts 
to replicate promising findings in biomedicine reveal 
replication rates of 25% or less7,8. Given that these pub-
lishing biases are pervasive across scientific practice, it 
is possible that false positives heavily contaminate the 
neuroscience literature as well, and this problem may 
affect at least as much, if not even more so, the most 
prominent journals9,10.

Here, we focus on one major aspect of the problem: 
low statistical power. The relationship between study 
power and the veracity of the resulting finding is 
under-appreciated. Low statistical power (because of 

low sample size of studies, small effects or both) nega-
tively affects the likelihood that a nominally statistically 
significant finding actually reflects a true effect. We dis-
cuss the problems that arise when low-powered research 
designs are pervasive. In general, these problems can be 
divided into two categories. The first concerns prob-
lems that are mathematically expected to arise even if 
the research conducted is otherwise perfect: in other 
words, when there are no biases that tend to create sta-
tistically significant (that is, ‘positive’) results that are 
spurious. The second category concerns problems that 
reflect biases that tend to co-occur with studies of low 
power or that become worse in small, underpowered 
studies. We next empirically show that statistical power 
is typically low in the field of neuroscience by using evi-
dence from a range of subfields within the neuroscience 
literature. We illustrate that low statistical power is an 
endemic problem in neuroscience and discuss the impli-
cations of this for interpreting the results of individual 
studies.
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for water maze and radial maze, respectively. Our results 
indicate that the median statistical power for the water 
maze studies and the radial maze studies to detect these 
medium to large effects was 18% and 31%, respectively 
(TABLE 2). The average sample size in these studies was 22 
animals for the water maze and 24 for the radial maze 
experiments. Studies of this size can only detect very 
large effects (d = 1.20 for n = 22, and d = 1.26 for n = 24) 
with 80% power — far larger than those indicated by 
the meta-analyses. These animal model studies were 
therefore severely underpowered to detect the summary 
effects indicated by the meta-analyses. Furthermore, the 
summary effects are likely to be inflated estimates of the 
true effects, given the problems associated with small 
studies described above.

The results described in this section are based on 
only two meta-analyses, and we should be appropriately 
cautious in extrapolating from this limited evidence. 
Nevertheless, it is notable that the results are so con-
sistent with those observed in other fields, such as the 
neuroimaging and neuroscience studies that we have 
described above.

Implications
Implications for the likelihood that a research finding 
reflects a true effect. Our results indicate that the aver-
age statistical power of studies in the field of neurosci-
ence is probably no more than between ~8% and ~31%, 
on the basis of evidence from diverse subfields within 
neuro-science. If the low average power we observed 
across these studies is typical of the neuroscience lit-
erature as a whole, this has profound implications for 
the field. A major implication is that the likelihood that 
any nominally significant finding actually reflects a true 
effect is small. As explained above, the probability that 
a research finding reflects a true effect (PPV) decreases 
as statistical power decreases for any given pre-study 
odds (R) and a fixed type I error level. It is easy to show 
the impact that this is likely to have on the reliability of 
findings. FIGURE 4 shows how the PPV changes for a range 
of values for R and for a range of v alues for the average 
power in a field. For effects that are genuinely non-null, 
FIG. 5 shows the degree to which an effect size estimate 
is likely to be inflated in initial studies — owing to the 
winner’s curse phenomenon — for a range of values for 
statistical power.

 The estimates shown in FIGS 4,5 are likely to be opti-
mistic, however, because they assume that statistical 
power and R are the only considerations in determin-
ing the probability that a research finding reflects a true 
effect. As we have already discussed, several other biases 
are also likely to reduce the probability that a research 
finding reflects a true effect. Moreover, the summary 
effect size estimates that we used to determine the statis-
tical power of individual studies are themselves likely to 
be inflated owing to bias — our excess of significance test 
provided clear evidence for this. Therefore, the average 
statistical power of studies in our analysis may in fact be 
even lower than the 8–31% range we observed.

Ethical implications. Low average power in neuro-
science studies also has ethical implications. In our 
analysis of animal model studies, the average sample 
size of 22 animals for the water maze experiments was 
only sufficient to detect an effect size of d = 1.26 with 

Table 1 (cont.) | Characteristics of included meta-analyses

Study k N Summary effect size Power Refs

Median (range) Cohen’s d OR Random or 
fixed effects

Median 
(range)

Yang 3 �� 
��s���� 0.67 NA ���� 
����s����� 67

Yuan 14 ����� 
��s����� ���� Fixed ���� 
����s����� ��

Zafar � ���� 
��s���� 1.07* Random ���� 
����s����� 69

Zhang 12 ����� 
��s���� 1.27 Random ����  
����s����� 70

Zhu � ��� 
��s���� ���� Random ���� 
����s����� 71

The choice of fixed or random effects model was made by the original authors of the meta-analysis. k, number of studies; NA, not 
available; OR, odds ratio. * indicates the relative risk.

Figure 3 | Median power of studies included in 
neuroscience meta-analyses. The figure shows a 

histogram of median study power calculated for each of 

the n = 49 meta-analyses included in our analysis, with the 

number of meta-analyses (N) on the left axis and percent 

of meta-analyses (%) on the right axis. There is a clear 

bimodal distribution; n = 15 (31%) of the meta-analyses 

comprised studies with median power of less than 11%, 

whereas n = 7 (14%) comprised studies with high average 

power in excess of 90%. Despite this bimodality, most 

meta-analyses comprised studies with low statistical 

power: n � �� 
���� JCd OedKCP stWd[ RQYer QH Ness tJCP 
31%. The meta-analyses (n = 7) that comprised studies 

with high average power in excess of 90% had their 

broadly neurological subject matter in common.
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Low power -> unreliable science
Positive Predictive Value (PPV): The probability 
that a positive result is true

First, low power, by definition, means that the chance 
of discovering effects that are genuinely true is low. That 
is, low-powered studies produce more false negatives 
than high-powered studies. When studies in a given 
field are designed with a power of 20%, it means that if 
there are 100 genuine non-null effects to be discovered 
in that field, these studies are expected to discover only 
20 of them11.

Second, the lower the power of a study, the lower 
the probability that an observed effect that passes the 
required threshold of claiming its discovery (that is, 
reaching nominal statistical significance, such as p < 0.05) 
actually reflects a true effect1,12. This probability is called 
the PPV of a claimed discovery. The formula linking the 
PPV to power is:
 
 
where (1 − β) is the power, β is the type II error, α is the 
type I error and R is the pre-study odds (that is, the odds 
that a probed effect is indeed non-null among the effects 
being probed). The formula is derived from a simple 
two-by-two table that tabulates the presence and non-
presence of a non-null effect against significant and 
non-significant research findings1. The formula shows 
that, for studies with a given pre-study odds R, the 
lower the power and the higher the type I error, the 
lower the PPV. And for studies with a given pre-study 
odds R and a given type I error (for example, the tra-
ditional p = 0.05 threshold), the lower the power, the 
lower the PPV.

For example, suppose that we work in a scientific field 
in which one in five of the effects we test are expected to 
be truly non-null (that is, R = 1 / (5 – 1) = 0.25) and that we 
claim to have discovered an effect when we reach p < 0.05; 
if our studies have 20% power, then PPV = 0.20 × 0.25 / 
(0.20 × 0.25 + 0.05) = 0.05 / 0.10 = 0.50; that is, only half of 
our claims for discoveries will be correct. If our studies 
have 80% power, then PPV = 0.80 × 0.25 / (0.80 × 0.25 + 
0.05) = 0.20 / 0.25 = 0.80; that is, 80% of our claims for 
discoveries will be correct. 

Third, even when an underpowered study discovers a 
true effect, it is likely that the estimate of the magnitude 
of that effect provided by that study will be exaggerated. 
This effect inflation is often referred to as the ‘winner’s 
curse’13  and is likely to occur whenever claims of discov-
ery are based on thresholds of statistical significance (for 
example, p < 0.05) or other selection filters (for example, 
a Bayes factor better than a given value or a false-discov-
ery rate below a given value). Effect inflation is worst for 
small, low-powered studies, which can only detect effects 
that happen to be large. If, for example, the true effect is 
medium-sized, only those small studies that, by chance, 
overestimate the magnitude of the effect will pass the 
threshold for discovery. To illustrate the winner’s curse, 
suppose that an association truly exists with an effect size 
that is equivalent to an odds ratio of 1.20, and we are try-
ing to discover it by performing a small (that is, under-
powered) study. Suppose also that our study only has the 
power to detect an odds ratio of 1.20 on average 20% of 
the time. The results of any study are subject to sampling 
variation and random error in the measurements of the 
variables and outcomes of interest. Therefore, on aver-
age, our small study will find an odds ratio of 1.20 but, 
because of random errors, our study may in fact find an 
odds ratio smaller than 1.20 (for example, 1.00) or an odds 
ratio larger than 1.20 (for example, 1.60). Odds ratios of 
1.00 or 1.20 will not reach statistical significance because 
of the small sample size. We can only claim the association 
as nominally significant in the third case, where random 

Box 1 | Key statistical terms

CAMARADES
The Collaborative Approach to Meta-Analysis and Review of Animal Data from 
Experimental Studies (CAMARADES) is a collaboration that aims to reduce bias and 
improve the quality of methods and reporting in animal research. To this end, 
CAMARADES provides a resource for data sharing, aims to provide a web-based 
stratified meta-analysis bioinformatics engine and acts as a repository for completed 
reviews.

Effect size
An effect size is a standardized measure that quantifies the size of the difference 
between two groups or the strength of an association between two variables. As 
standardized measures, effect sizes allow estimates from different studies to be 
compared directly and also to be combined in meta-analyses.

Excess significance
Excess significance is the phenomenon whereby the published literature has an 
excess of statistically significant results that are due to biases in reporting. 
Several mechanisms contribute to reporting bias, including study publication bias, 
where the results of statistically non-significant (‘negative’) studies are left 
unpublished; selective outcome reporting bias, where null results are omitted; and 
selective analysis bias, where data are analysed with different methods that favour 
‘positive’ results.

Fixed and random effects
A fixed-effect meta-analysis assumes that the underlying effect is the same (that is, 
fixed) in all studies and that any variation is due to sampling errors. By contrast, a 
random-effect meta-analysis does not require this assumption and allows for 
heterogeneity between studies. A test of heterogeneity in between-study effects is 
often used to test the fixed-effect assumption.

Meta-analysis
Meta-analysis refers to statistical methods for contrasting and combining results from 
different studies to provide more powerful estimates of the true effect size as opposed 
to a less precise effect size derived from a single study.

Positive predictive value
The positive predictive value (PPV) is the probability that a ‘positive’ research finding 
reflects a true effect (that is, the finding is a true positive). This probability of a research 
finding reflecting a true effect depends on the prior probability of it being true (before 
doing the study), the statistical power of the study and the level of statistical 
significance.

Proteus phenomenon
The Proteus phenomenon refers to the situation in which the first published study is 
often the most biased towards an extreme result (the winner’s curse). Subsequent 
replication studies tend to be less biased towards the extreme, often finding evidence 
of smaller effects or even contradicting the findings from the initial study.

Statistical power
The statistical power of a test is the probability that it will correctly reject the null 
hypothesis when the null hypothesis is false (that is, the probability of not committing a 
type II error or making a false negative decision). The probability of committing a type II 
error is referred to as the false negative rate (β), and power is equal to 1 – β.

Winner’s curse
The winner’s curse refers to the phenomenon whereby the ‘lucky’ scientist who makes a 
discovery is cursed by finding an inflated estimate of that effect. The winner’s curse 
occurs when thresholds, such as statistical significance, are used to determine the 
presence of an effect and is most severe when thresholds are stringent and studies are 
too small and thus have low power.
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80% power, and the average sample size of 24 animals 
for the radial maze experiments was only sufficient to 
detect an effect size of d = 1.20. In order to achieve 80% 
power to detect, in a single study, the most probable true 
effects as indicated by the meta-analysis, a sample size 
of 134 animals would be required for the water maze 
experiment (assuming an effect size of d = 0.49) and 
68 animals for the radial maze experiment (assuming 
an effect size of d = 0.69); to achieve 95% power, these 
sample sizes would need to increase to 220 and 112, 
respectively. What is particularly striking, however, is 
the inefficiency of a continued reliance on small sample 
sizes. Despite the apparently large numbers of animals 
required to achieve acceptable statistical power in these 

experiments, the total numbers of animals actually used 
in the studies contributing to the meta-analyses were 
even larger: 420 for the water maze experiments and 
514 for the radial maze experiments.

There is ongoing debate regarding the appropriate 
balance to strike between using as few animals as possi-
ble in experiments and the need to obtain robust, reliable 
findings. We argue that it is important to appreciate the 
waste associated with an underpowered study — even a 
study that achieves only 80% power still presents a 20% 
possibility that the animals have been sacrificed with-
out the study detecting the underlying true effect. If the 
average power in neuroscience animal model studies is 
between 20–30%, as we observed in our analysis above, 
the ethical implications are clear.

Low power therefore has an ethical dimension — 
unreliable research is inefficient and wasteful. This applies 
to both human and animal research. The principles of the 
‘three Rs’ in animal research (reduce, refine and replace)83 
require appropriate experimental design and statistics 
— both too many and too few animals present an issue 
as they reduce the value of research outputs. A require-
ment for sample size and power calculation is included 
in the Animal Research: Reporting In Vivo Experiments 
(ARRIVE) guidelines84, but such calculations require a 
clear appreciation of the expected magnitude of effects 
being sought.

Of course, it is also wasteful to continue data col-
lection once it is clear that the effect being sought does 
not exist or is too small to be of interest. That is, studies 
are not just wasteful when they stop too early, they are 
also wasteful when they stop too late. Planned, sequen-
tial analyses are sometimes used in large clinical trials 
when there is considerable expense or potential harm 
associated with testing participants. Clinical trials may 
be stopped prematurely in the case of serious adverse 
effects, clear beneficial effects (in which case it would be 
unethical to continue to allocate participants to a placebo 
condition) or if the interim effects are so unimpressive 
that any prospect of a positive result with the planned 
sample size is extremely unlikely85. Within a significance 
testing framework, such interim analyses — and the pro-
tocol for stopping — must be planned for the assump-
tions of significance testing to hold. Concerns have been 
raised as to whether stopping trials early is ever justified 
given the tendency for such a practice to produce inflated 
effect size estimates86. Furthermore, the decision process 
around stopping is not often fully disclosed, increasing 
the scope for researcher degrees of freedom86. Alternative 
approaches exist. For example, within a Bayesian frame-
work, one can monitor the Bayes factor and simply stop 
testing when the evidence is conclusive or when resources 

Figure 4 | Positive predictive value as a function of the 
pre-study odds of association for different levels of 
statistical power. The probability that a research finding 
reflects a true effect — also known as the positive 
predictive value (PPV) — depends on both the pre-study 
odds of the effect being true (the ratio R of ‘true effects’ 
over ‘null effects’ in the scientific field) and the study’s 
statistical power. The PPV can be calculated for given 
vCNWes QH stCtKstKcCN RQYer 
� s β), pre-study odds ratio (R) 
CPd t[Re|+ errQr rCte 
α�� WsKPI tJe HQrOWNC 228 � 
=� s β] × R) 
Š 
=�Ũ β] × R + α). The median statistical power of studies in 
the neuroscience field is optimistically estimated to be 
betYeeP ̀ �� CPd ̀ ���� 6Je HKIWre KNNWstrCtes JQY NQY 
statistical power consistent with this estimated range 
(that is, between 10% and 30%) detrimentally affects the 
association between the probability that a finding reflects 
a true effect (PPV) and pre-study odds, assuming α = 0.05. 
Compared with conditions of appropriate statistical 
RQYer 
tJCt Ks� ����� tJe RrQbCbKNKt[ tJCt C reseCrcJ HKPdKPI 
reflects a true effect is greatly reduced for 10% and 30% 
power, especially if pre-study odds are low. Notably, in an 
exploratory research field such as much of neuroscience, 
the pre-study odds are often low.

Table 2 | Sample size required to detect sex differences in water maze and radial maze performance

Total animals 
used

Required N per study Typical N per study Detectable effect for typical N

80% power 95% power Mean Median 80% power 95% power

Water maze 420 134 220 22 20 d = 1.26 d = 1.62

Radial maze 514 �� 112 24 20 d = 1.20 d = 1.54

Meta-analysis indicated an effect size of Cohen’s d = 0.49 for water maze studies and d = 0.69 for radial maze studies.
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are expended87. Similarly, adopting conservative priors 
can substantially reduce the likelihood of claiming that 
an effect exists when in fact it does not85. At present, 
significance testing remains the dominant framework 
within neuroscience, but the flexibility of alternative (for 
example, Bayesian) approaches means that they should 
be taken seriously by the field.

Conclusions and future directions
A consequence of the remarkable growth in neurosci-
ence over the past 50 years has been that the effects we 
now seek in our experiments are often smaller and more 
subtle than before as opposed to when mostly easily dis-
cernible ‘low-hanging fruit’ were targeted. At the same 

time, computational analysis of very large datasets is now 
relatively straightforward, so that an enormous number of 
tests can be run in a short time on the same dataset. These 
dramatic advances in the flexibility of research design and 
analysis have occurred without accompanying changes to 
other aspects of research design, particularly power. For 
example, the average sample size has not changed sub-
stantially over time88 despite the fact that neuroscientists 
are likely to be pursuing smaller effects. The increase in 
research flexibility and the complexity of study designs89 
combined with the stability of sample size and search for 
increasingly subtle effects has a disquieting consequence: 
a dramatic increase in the likelihood that statistically sig-
nificant findings are spurious. This may be at the root of 
the recent replication failures in the preclinical literature8 
and the correspondingly poor translation of these findings 
into humans90.

Low power is a problem in practice because of the 
normative publishing standards for producing novel, 
significant, clean results and the ubiquity of null 
hypothesis significance testing as the means of evaluat-
ing the truth of research findings. As we have shown, 
these factors result in biases that are exacerbated by low 
power. Ultimately, these biases reduce the reproducibil-
ity of neuroscience findings and negatively affect the 
validity of the accumulated findings. Unfortunately, 
publishing and reporting practices are unlikely to 
change rapidly. Nonetheless, existing scientific practices 
can be improved with small changes or additions that 
approximate key features of the idealized model4,91,92. 
We provide a summary of recommendations for future 
research practice in BOX 2.

Increasing disclosure. False positives occur more fre-
quently and go unnoticed when degrees of freedom in 
data analysis and reporting  are undisclosed5. Researchers 
can improve confidence in published reports by noting 
in the text: “We report how we determined our sample 
size, all data exclusions, all data manipulations, and all 
measures in the study.”7 When such a statement is not 
possible, disclosure of the rationale and justification of 
deviations from what should be common practice (that 
is, reporting sample size, data exclusions, manipula-
tions and measures) will improve readers’ understand-
ing and interpretation of the reported effects and, 
therefore, of what level of confidence in the reported 
effects is appropriate. In clinical trials, there is an 
increasing requirement to adhere to the Consolidated 
Standards of Reporting Trials (CONSORT), and the 
same is true for systematic reviews and meta-analyses, 
for which the Preferred Reporting Items for Systematic 
Reviews and Meta-Analyses (PRISMA) guidelines are 
now being adopted. A number of reporting guidelines 
have been produced for application to diverse study 
designs and tools, and an updated list is maintained 
by the EQUATOR Network93. A ten-item checklist of 
study quality has been developed by the Collaborative 
Approach to Meta-Analysis and Review of Animal Data 
in Experimental Stroke (CAMARADES), but to the best 
of our knowledge, this checklist is not yet widely used in 
primary studies.

Figure 5 | The winner’s curse: effect size inflation as 
a function of statistical power. The winner’s curse 
refers to the phenomenon that studies that find evidence 
of an effect often provide inflated estimates of the size of 
that effect. Such inflation is expected when an effect has 
to pass a certain threshold — such as reaching statistical 
significance — in order for it to have been ‘discovered’. 
Effect inflation is worst for small, low-powered studies, 
which can only detect effects that happen to be large. If, 
for example, the true effect is medium-sized, only those 
small studies that, by chance, estimate the effect to be 
large will pass the threshold for discovery (that is, the 
threshold for statistical significance, which is typically 
set at p < 0.05). In practice, this means that research 
findings of small studies are biased in favour of inflated 
effects. By contrast, large, high-powered studies can 
readily detect both small and large effects and so are less 
biased, as both over- and underestimations of the true 
effect size will pass the threshold for ‘discovery’. We 
optimistically estimate the median statistical power of 
stWdKes KP tJe PeWrQscKePce HKeNd tQ be betYeeP `�� CPd 
~31%. The figure shows simulations of the winner’s curse 
(expressed on the y-axis as relative bias of research 
findings). These simulations suggest that initial effect 
estKOCtes HrQO stWdKes RQYered betYeeP ` �� CPd `��� 
are likely to be inflated by 25% to 50% (shown by the 
arrows in the figure). Inflated effect estimates make it 
difficult to determine an adequate sample size for 
reRNKcCtKQP stWdKes� KPcreCsKPI tJe RrQbCbKNKt[ QH t[Re|++ 
errors. Figure is modified, with permission, from REF. 103 
© (2007) Cell Press.
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FIG. 2. Forest plots for random effect meta-analyses on differences in total hippocampal volumes between BDNF val/val homozygotes and
carriers of a met allele. In panel A, the forest plot for the conventional meta-analysis. In panel B, the forest plot for a cumulative meta-analysis
(i.e., a meta-analysis that calculates an aggregated effect size for each study that is added). aPositive effect-sizes favor the hypothesis that
val/val homozygotes have larger hippocampal volumes as compared to carriers of a met allele.
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Identifying genetic variants influencing human brain structures 
may reveal new biological mechanisms underlying cognition 
and neuropsychiatric illness. The volume of the hippocampus is 
a biomarker of incipient Alzheimer’s disease1,2 and is reduced 
in schizophrenia3, major depression4 and mesial temporal lobe 
epilepsy5. Whereas many brain imaging phenotypes are highly 
heritable6,7, identifying and replicating genetic influences has 
been difficult, as small effects and the high costs of magnetic 
resonance imaging (MRI) have led to underpowered studies. 
Here we report genome-wide association meta-analyses and 
replication for mean bilateral hippocampal, total brain and 
intracranial volumes from a large multinational consortium. 
The intergenic variant rs7294919 was associated with 
hippocampal volume (12q24.22; N  = 21,151; P = 6.70 × 10−16) 
and the expression levels of the positional candidate gene 
TESC in brain tissue. Additionally, rs10784502, located within 
HMGA2, was associated with intracranial volume (12q14.3; 
N  = 15,782; P = 1.12 × 10−12). We also identified a suggestive 
association with total brain volume at rs10494373 within 
DDR2 (1q23.3; N  = 6,500; P = 5.81 × 10−7).

The hippocampal formation is a key brain structure for learning, 
memory8,9 and stress regulation10 and is implicated in many neuro-
psychiatric disorders. Further, overall brain and head sizes are altered 
in many disorders and are significantly correlated with general cogni-
tive ability11–13. Hippocampal, total brain and intracranial volumes 
are highly heritable in non-human primates14,15 and in humans6,7. 
Finding loci that influence these measures may lead to the identifica-
tion of genes underlying susceptibility for neuropsychiatric diseases. 
Here we sought to identify common genetic polymorphisms influ-
encing hippocampal, total brain and intracranial volumes in a large 
multinational consortium.

Our discovery sample comprised 17 cohorts of European ancestry 
from whom genome-wide SNPs and structural MRI data were collected 
(Supplementary Tables 1–3). Unselected population samples and 
case-control studies were included, with cases ascertained for neuro-
psychiatric disorders including depression, anxiety, Alzheimer’s dis-
ease and schizophrenia. To distinguish whether putative effects at these 
loci varied with disease status, analyses were run in the full sample  
(N = 7,795) and in a healthy subsample (N = 5,775). To help disentangle 
overall brain size effects from those specific to hippocampal volume, 
associations were assessed with and without controlling for total brain 
and intracranial volumes (Online Methods). As the initial goal of the 

study was to explore associations with hippocampal volume, total brain 
and intracranial volumes were analyzed in healthy subjects only.

Phenotypes were computed from three-dimensional anatomical  
T1-weighted magnetic resonance images, using validated auto-
mated segmentation programs16–18 (Supplementary Fig. 1 and 
Supplementary Tables 4 and 5). Extensive quality control analysis of 
segmentation was performed on sample outliers; subjects with poorly 
delineated brain volume phenotypes were removed (Supplementary 
Figs. 2–6). The mean bilateral hippocampal volume across the dis-
covery cohorts was 3,917.4 mm3 (s.d. = 441.0 mm3).

Heritability of structural brain phenotypes was estimated in a 
 sample of Australian monozygotic and dizygotic twins and their 
 siblings (Queensland Twin Imaging (QTIM) study; N = 646, including 
ungenotyped participants; age range = 20–30 years) for hippocampal 
volume (h2 = 0.62), total brain volume (h2 = 0.89) and intracranial 
volume (h2 = 0.78). Hippocampal volume was also highly heritable in 
an extended pedigree cohort of Mexican-Americans from the United 
States (Genetics of Brain Structure and Function (GOBS); N = 605; 
age range = 18–85; h2 = 0.74), as were total brain volume (h2 = 0.77) 
and intracranial volume (h2 = 0.84). All heritability estimates were 
highly significant (P < 0.001).

To enable consortium-wide comparison of ancestry and to adjust 
appropriately for population stratification, each site conducted 
multidimensional scaling (MDS) analyses comparing their data 
to the HapMap 3 reference populations (Supplementary Fig. 7).  
All subsequent analyses included the following covariates: sex,  
linear and quadratic effects of age, interactions of sex with age covariates,  
MDS components and dummy covariates for different magnetic 
resonance acquisitions. Analyses were filtered for genotyping and 
imputation quality (Supplementary Fig. 8 and Supplementary  
Table 6); distributions of test statistics were examined at the cohort 
level through Manhattan and quantile-quantile plots (Supplementary 
Figs. 9–24). We conducted fixed-effects meta-analysis with METAL, 
applying genomic control19 (Supplementary Figs. 25–32). For com-
pleteness and to account for heterogeneity across sites, a random- 
effects meta-analysis was also performed20 (Supplementary  
Figs. 33–40). We attempted in silico replication of the top five loci for 
each trait within the combined CHARGE Consortium discovery set 
and 3C replication sample21 (N = 10,779), as well as in two cohorts 
of European ancestry (imputed to the Utah residents of Northern 
and Western European ancestry (CEU) and/or Toscani in Italy (TSI) 
HapMap cohorts; N = 449) and in two additional cohorts (imputed 
to combined CEU and Yoruba in Ibadan, Nigeria (YRI), and to 

Identification of common variants associated with human 
hippocampal and intracranial volumes

A full list of authors and affiliations appears at the end of the paper.

Received 6 September 2011; accepted 19 March 2012; published online 15 April 2012; doi:10.1038/ng.2250

L E T T E R S

552 VOLUME 44 | NUMBER 5 | MAY 2012 NATURE GENETICS

Identifying genetic variants influencing human brain structures 
may reveal new biological mechanisms underlying cognition 
and neuropsychiatric illness. The volume of the hippocampus is 
a biomarker of incipient Alzheimer’s disease1,2 and is reduced 
in schizophrenia3, major depression4 and mesial temporal lobe 
epilepsy5. Whereas many brain imaging phenotypes are highly 
heritable6,7, identifying and replicating genetic influences has 
been difficult, as small effects and the high costs of magnetic 
resonance imaging (MRI) have led to underpowered studies. 
Here we report genome-wide association meta-analyses and 
replication for mean bilateral hippocampal, total brain and 
intracranial volumes from a large multinational consortium. 
The intergenic variant rs7294919 was associated with 
hippocampal volume (12q24.22; N  = 21,151; P = 6.70 × 10−16) 
and the expression levels of the positional candidate gene 
TESC in brain tissue. Additionally, rs10784502, located within 
HMGA2, was associated with intracranial volume (12q14.3; 
N  = 15,782; P = 1.12 × 10−12). We also identified a suggestive 
association with total brain volume at rs10494373 within 
DDR2 (1q23.3; N  = 6,500; P = 5.81 × 10−7).

The hippocampal formation is a key brain structure for learning, 
memory8,9 and stress regulation10 and is implicated in many neuro-
psychiatric disorders. Further, overall brain and head sizes are altered 
in many disorders and are significantly correlated with general cogni-
tive ability11–13. Hippocampal, total brain and intracranial volumes 
are highly heritable in non-human primates14,15 and in humans6,7. 
Finding loci that influence these measures may lead to the identifica-
tion of genes underlying susceptibility for neuropsychiatric diseases. 
Here we sought to identify common genetic polymorphisms influ-
encing hippocampal, total brain and intracranial volumes in a large 
multinational consortium.

Our discovery sample comprised 17 cohorts of European ancestry 
from whom genome-wide SNPs and structural MRI data were collected 
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appropriately for population stratification, each site conducted 
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Mexican ancestry in Los Angeles, California 
(MEX); N = 842). We also undertook custom  
 genotyping of the two most promising  
SNPs in two additional samples of European 
ancestry (BIG replication and Trinity College 
Dublin/National University of Ireland, 
Galway (TCD/NUIG); N = 1,286).

In general, previously identified poly-
morphisms associated with hippocampal 
volume showed little association in our meta-
analysis (BDNF, TOMM40, CLU, PICALM, 
ZNF804A, COMT, DISC1, NRG1, DTNBP1; 
Supplementary Table 7), nor did SNPs pre-
viously associated with schizophrenia22 and 
bipolar disorder23 (Supplementary Table 8). 
The most significant SNPs in each analysis 
from the discovery sample (P a 5 × 10−5) 
are listed (Supplementary Tables 9–16). No 
markers reached genome-wide significance 
(P < 1.25 × 10−8; Online Methods) in the dis-
covery sample alone. However, the strongest 
associations for hippocampal and intracranial 
volumes were replicated, yielding results at genome-wide significance 
(Fig. 1 and Table 1; see Supplementary Tables 17–25 for additional 
results and gene-based tests24).

In our discovery sample, two SNPs in the same linkage disequilib-
rium (LD) block showed strong associations with hippocampal volume 
after controlling for intracranial volume (rs7294919 and rs7315280; 
r2 = 0.81, CEU 1000 Genomes Pilot 1). A random-effects analysis of 
the discovery sample, conducted to examine heterogeneity between 
cohorts, reduced significance only slightly for rs7294919 (P = 4.43 ×  
10−7) compared to the primary fixed-effects analysis (P = 2.42 ×  
10−7). The association was consistent, although stronger, in the full 
sample compared to the healthy subset (Fig. 2). Notably, the association 
was robust to the effects of head and brain size (Fig. 2), and the locus 
was not significantly associated with intracranial volume (P = 0.54)  
or total brain volume (P = 0.41). This suggests an effect at the level of 
the hippocampus rather than on brain size in general. The direction of 
the effect was consistent across samples and ages (Fig. 1). Haplotype 
analysis of directly genotyped variants near rs7294919 in two samples 
confirmed that the association was present across the haplotype and 
that the causal variant was well marked by rs7294919 (Supplementary 
Note). rs7294919 was also significantly associated with hippocampal 
volume in the cohorts from the CHARGE Consortium, which are 

composed of elderly subjects. Meta-analysis of the Enhancing Neuro 
Imaging Genetics through Meta-Analysis (ENIGMA) discovery 
and replication samples with those from the CHARGE Consortium 
yielded a highly significant association for rs7294919 (P = 6.70 × 
10−16; N = 21,151).

rs7294919 lies between HRK and FBXW8 (12q24.22; Fig. 1) 
and is not in LD with any SNPs within coding sequences, UTRs or 
splice sites within 500 kb (r2 > 0.4) in the CEU sample from the 
1000 Genomes Project Phase 1. To determine whether the observed 
association is related to a regulatory mechanism, we examined poten-
tial cis effects of this variant on expression levels of genes within a 
1-Mb region. In temporal lobe tissue resected from 71 individuals 
with mesial temporal lobe epilepsy and hippocampal sclerosis in the 
University College London (UCL) epilepsy cohort, we examined 
association between rs4767492 (a proxy for rs7294919, which was 
not directly genotyped; r2 = 0.636 in 1000 Genomes Project Phase 1)  
and expression levels. This analysis suggested an association (P = 
0.006, controlling for age) with expression of the TESC gene, which 
lies 3` to FBXW8 (149 kb; Fig. 3). To corroborate this finding, we 
used the publicly available SNPExpress database (see URLs), which 
includes data on gene expression in post-mortem frontal cortex from 
93 subjects. In this independent sample, expression levels of TESC 
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Figure 1 Association results and meta-analysis 
of effects in individual and combined analyses. 
(a) The strongest association with hippocampal 
volume was found for rs7294919. Fixed-
effects meta-analysis P values are shown41 
after controlling for intracranial volume using 
all subjects in the discovery sample. (b) The 
strongest association with intracranial volume 
was found for rs10784502. Fixed-effects meta-
analysis P values are shown in healthy subjects 
only. (c,d) The effect within each sample 
contributing to the meta-analysis is shown in 
forest plots for hippocampal volume (c) and 
intracranial volume (d). Association data using 
intracranial volume as a phenotype were not 
available for the EPIGEN sample. Head size was 
not controlled for in the CHARGE Consortium 
association analyses.
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In general, previously identified poly-
morphisms associated with hippocampal 
volume showed little association in our meta-
analysis (BDNF, TOMM40, CLU, PICALM, 
ZNF804A, COMT, DISC1, NRG1, DTNBP1), 
nor did SNPs previously associated with 
schizophrenia or bipolar disorder
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Sample size and power in fMRI studies

Thanks to Sean David and Tal Yarkoni 
for sample size data Poldrack et al, submitted

• Median study in 2015 was powered for find a single 200 voxel 
activation with d~0.75 

• Is that plausible?
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Circularity inflates effect size estimates
Correlation between random simulated behavioral variable 

and activation across 28 subjects

~220,000 voxels
p < 0.001
10 voxels cluster threshold

https://github.com/poldracklab/ScanningTheHorizon

Cohen’s d = 3.5
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Estimating realistic effect sizes
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What are realistic effect sizes for fMRI?

Poldrack et al, 2016, NRN

small
medium

large

Estimated from HCP task data
using combined anatomical + neurosynth ROIs
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• “My result isn’t significant, so I need to add more 
subjects…”
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Sample size flexibility4  Simmons et al. 

Contradicting this intuition, Figure 1 shows the false-posi-
tive rates from additional simulations for a researcher who has 
already collected either 10 or 20 observations within each of 
two conditions, and then tests for significance every 1, 5, 10, 
or 20 per-condition observations after that. The researcher 
stops collecting data either once statistical significance is 
obtained or when the number of observations in each condi-
tion reaches 50.

Figure 1 shows that a researcher who starts with 10 obser-
vations per condition and then tests for significance after every 
new per-condition observation finds a significant effect 22% 
of the time. Figure 2 depicts an illustrative example continuing 
sampling until the number of per-condition observations 
reaches 70. It plots p values from t tests conducted after each 

pair of observations. The example shown in Figure 2 contra-
dicts the often-espoused yet erroneous intuition that if an 
effect is significant with a small sample size then it would nec-
essarily be significant with a larger one.

Solution
As a solution to the flexibility-ambiguity problem, we offer 
six requirements for authors and four guidelines for reviewers 
(see Table 2). This solution substantially mitigates the problem 
but imposes only a minimal burden on authors, reviewers, and 
readers. Our solution leaves the right and responsibility of 
identifying the most appropriate way to conduct research in 
the hands of researchers, requiring only that authors provide 
appropriately transparent descriptions of their methods so that 
reviewers and readers can make informed decisions regarding 
the credibility of their findings. We assume that the vast major-
ity of researchers strive for honesty; this solution will not help 
in the unusual case of willful deception.

Requirements for authors
We propose the following six requirements for authors.

1. Authors must decide the rule for terminating data 
collection before data collection begins and report 
this rule in the article. Following this requirement 
may mean reporting the outcome of power calcu-
lations or disclosing arbitrary rules, such as “we 
decided to collect 100 observations” or “we decided 
to collect as many observations as we could before 
the end of the semester.” The rule itself is secondary, 
but it must be determined ex ante and be reported.
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Fig. 1. Likelihood of obtaining a false-positive result when data collection 
ends upon obtaining significance (p ≤ .05, highlighted by the dotted line).  The 
figure depicts likelihoods for two minimum sample sizes, as a function of the 
frequency with which significance tests are performed.
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Fig. 2. Illustrative simulation of p values obtained by a researcher who 
continuously adds an observation to each of two conditions, conducting 
a t test after each addition. The dotted line highlights the conventional 
significance criterion of p ≤ .05.

Table 2. Simple Solution to the Problem of False-Positive 
Publications

Requirements for authors
 1.   Authors must decide the rule for terminating data collection 

before data collection begins and report this rule in the article.
 2.   Authors must collect at least 20 observations per cell or else 

provide a compelling cost-of-data-collection justification.
 3.  Authors must list all variables collected in a study.
 4.   Authors must report all experimental conditions, including 

failed manipulations.
 5.   If observations are eliminated, authors must also report what 

the statistical results are if those observations are included.
 6.   If an analysis includes a covariate, authors must report the 

statistical results of the analysis without the covariate.
Guidelines for reviewers
 1.  Reviewers should ensure that authors follow the requirements.
 2.  Reviewers should be more tolerant of imperfections in results.
 3.   Reviewers should require authors to demonstrate that their 

results do not hinge on arbitrary analytic decisions.
 4.   If justifications of data collection or analysis are not compel-

ling, reviewers should require the authors to conduct an 
exact replication.
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Improvement: always predetermine sample size

Neuropower (www.neuropowertools.org)

Data from Shine et al. (2013): fMRI changes associated with freezing in
Parkinson’s disease. Contrast: freezing (motor arrest) vs. normal walking.

Neuropower (www.neuropowertools.org)

Joke Durnez

neuropowertools.org

http://neuropowertools.org
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Improvement: Always pre-register study plans

• Register sample size and analysis plan up front 

• This does not prevent exploratory analysis 

• But planned and exploratory analyses should be 
clearly delineated in the paper

http://www.russpoldrack.org/2016/09/why-preregistration-no-longer-makes-me.html

http://www.russpoldrack.org/2016/09/why-preregistration-no-longer-makes-me.html
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Threats to reproducibilty: high dimensionality
Correlation between random simulated behavioral variable 

and activation across 28 subjects

~220,000 voxels
p < 0.001
10 voxels cluster threshold

https://github.com/poldracklab/ScanningTheHorizon
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Improvement: Use nonparametric corrections

• Common cluster-based 
methods perform badly at 
low cluster-forming 
thresholds 

• Nonparametric methods 
are preferred

Eklund et al., 2016
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The most widely used task functional magnetic resonance imaging
(fMRI) analyses use parametric statistical methods that depend on a
variety of assumptions. In this work, we use real resting-state data
and a total of 3 million random task group analyses to compute
empirical familywise error rates for the fMRI software packages SPM,
FSL, and AFNI, as well as a nonparametric permutation method. For a
nominal familywise error rate of 5%, the parametric statistical
methods are shown to be conservative for voxelwise inference
and invalid for clusterwise inference. Our results suggest that the
principal cause of the invalid cluster inferences is spatial autocorre-
lation functions that do not follow the assumed Gaussian shape. By
comparison, the nonparametric permutation test is found to produce
nominal results for voxelwise as well as clusterwise inference. These
findings speak to the need of validating the statistical methods being
used in the field of neuroimaging.

fMRI | statistics | false positives | cluster inference | permutation test

Since its beginning more than 20 years ago, functional magnetic
resonance imaging (fMRI) (1, 2) has become a popular tool

for understanding the human brain, with some 40,000 published
papers according to PubMed. Despite the popularity of fMRI as a
tool for studying brain function, the statistical methods used have
rarely been validated using real data. Validations have instead
mainly been performed using simulated data (3), but it is obviously
very hard to simulate the complex spatiotemporal noise that arises
from a living human subject in an MR scanner.
Through the introduction of international data-sharing initia-

tives in the neuroimaging field (4–10), it has become possible to
evaluate the statistical methods using real data. Scarpazza et al.
(11), for example, used freely available anatomical images from
396 healthy controls (4) to investigate the validity of parametric
statistical methods for voxel-based morphometry (VBM) (12).
Silver et al. (13) instead used image and genotype data from 181
subjects in the Alzheimer’s Disease Neuroimaging Initiative
(8, 9), to evaluate statistical methods common in imaging ge-
netics. Another example of the use of open data is our previous
work (14), where a total of 1,484 resting-state fMRI datasets from
the 1,000 Functional Connectomes Project (4) were used as null
data for task-based, single-subject fMRI analyses with the SPM
software. That work found a high degree of false positives, up to
70% compared with the expected 5%, likely due to a simplistic
temporal autocorrelation model in SPM. It was, however, not
clear whether these problems would propagate to group studies.
Another unanswered question was the statistical validity of other
fMRI software packages. We address these limitations in the
current work with an evaluation of group inference with the three
most common fMRI software packages [SPM (15, 16), FSL (17),
and AFNI (18)]. Specifically, we evaluate the packages in their
entirety, submitting the null data to the recommended suite of
preprocessing steps integrated into each package.
The main idea of this study is the same as in our previous one

(14). We analyze resting-state fMRI data with a putative task
design, generating results that should control the familywise error

(FWE), the chance of one or more false positives, and empirically
measure the FWE as the proportion of analyses that give rise to
any significant results. Here, we consider both two-sample and
one-sample designs. Because two groups of subjects are randomly
drawn from a large group of healthy controls, the null hypothesis
of no group difference in brain activation should be true. More-
over, because the resting-state fMRI data should contain no
consistent shifts in blood oxygen level-dependent (BOLD) activity,
for a single group of subjects the null hypothesis of mean zero
activation should also be true. We evaluate FWE control for both
voxelwise inference, where significance is individually assessed at
each voxel, and clusterwise inference (19–21), where significance
is assessed on clusters formed with an arbitrary threshold.
In brief, we find that all three packages have conservative

voxelwise inference and invalid clusterwise inference, for both
one- and two-sample t tests. Alarmingly, the parametric methods
can give a very high degree of false positives (up to 70%, com-
pared with the nominal 5%) for clusterwise inference. By com-
parison, the nonparametric permutation test (22–25) is found to
produce nominal results for both voxelwise and clusterwise in-
ference for two-sample t tests, and nearly nominal results for one-
sample t tests. We explore why the methods fail to appropriately
control the false-positive risk.

Results
A total of 2,880,000 random group analyses were performed to
compute the empirical false-positive rates of SPM, FSL, and
AFNI; these comprise 1,000 one-sided random analyses repeated
for 192 parameter combinations, three thresholding approaches,
and five tools in the three software packages. The tested parameter

Significance

Functional MRI (fMRI) is 25 years old, yet surprisingly its most
common statistical methods have not been validated using real
data. Here, we used resting-state fMRI data from 499 healthy
controls to conduct 3 million task group analyses. Using this null
data with different experimental designs, we estimate the in-
cidence of significant results. In theory, we should find 5% false
positives (for a significance threshold of 5%), but instead we
found that the most common software packages for fMRI anal-
ysis (SPM, FSL, AFNI) can result in false-positive rates of up to
70%. These results question the validity of some 40,000 fMRI
studies and may have a large impact on the interpretation of
neuroimaging results.
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The most widely used task functional magnetic resonance imaging
(fMRI) analyses use parametric statistical methods that depend on a
variety of assumptions. In this work, we use real resting-state data
and a total of 3 million random task group analyses to compute
empirical familywise error rates for the fMRI software packages SPM,
FSL, and AFNI, as well as a nonparametric permutation method. For a
nominal familywise error rate of 5%, the parametric statistical
methods are shown to be conservative for voxelwise inference
and invalid for clusterwise inference. Our results suggest that the
principal cause of the invalid cluster inferences is spatial autocorre-
lation functions that do not follow the assumed Gaussian shape. By
comparison, the nonparametric permutation test is found to produce
nominal results for voxelwise as well as clusterwise inference. These
findings speak to the need of validating the statistical methods being
used in the field of neuroimaging.

fMRI | statistics | false positives | cluster inference | permutation test

Since its beginning more than 20 years ago, functional magnetic
resonance imaging (fMRI) (1, 2) has become a popular tool

for understanding the human brain, with some 40,000 published
papers according to PubMed. Despite the popularity of fMRI as a
tool for studying brain function, the statistical methods used have
rarely been validated using real data. Validations have instead
mainly been performed using simulated data (3), but it is obviously
very hard to simulate the complex spatiotemporal noise that arises
from a living human subject in an MR scanner.
Through the introduction of international data-sharing initia-

tives in the neuroimaging field (4–10), it has become possible to
evaluate the statistical methods using real data. Scarpazza et al.
(11), for example, used freely available anatomical images from
396 healthy controls (4) to investigate the validity of parametric
statistical methods for voxel-based morphometry (VBM) (12).
Silver et al. (13) instead used image and genotype data from 181
subjects in the Alzheimer’s Disease Neuroimaging Initiative
(8, 9), to evaluate statistical methods common in imaging ge-
netics. Another example of the use of open data is our previous
work (14), where a total of 1,484 resting-state fMRI datasets from
the 1,000 Functional Connectomes Project (4) were used as null
data for task-based, single-subject fMRI analyses with the SPM
software. That work found a high degree of false positives, up to
70% compared with the expected 5%, likely due to a simplistic
temporal autocorrelation model in SPM. It was, however, not
clear whether these problems would propagate to group studies.
Another unanswered question was the statistical validity of other
fMRI software packages. We address these limitations in the
current work with an evaluation of group inference with the three
most common fMRI software packages [SPM (15, 16), FSL (17),
and AFNI (18)]. Specifically, we evaluate the packages in their
entirety, submitting the null data to the recommended suite of
preprocessing steps integrated into each package.
The main idea of this study is the same as in our previous one

(14). We analyze resting-state fMRI data with a putative task
design, generating results that should control the familywise error

(FWE), the chance of one or more false positives, and empirically
measure the FWE as the proportion of analyses that give rise to
any significant results. Here, we consider both two-sample and
one-sample designs. Because two groups of subjects are randomly
drawn from a large group of healthy controls, the null hypothesis
of no group difference in brain activation should be true. More-
over, because the resting-state fMRI data should contain no
consistent shifts in blood oxygen level-dependent (BOLD) activity,
for a single group of subjects the null hypothesis of mean zero
activation should also be true. We evaluate FWE control for both
voxelwise inference, where significance is individually assessed at
each voxel, and clusterwise inference (19–21), where significance
is assessed on clusters formed with an arbitrary threshold.
In brief, we find that all three packages have conservative

voxelwise inference and invalid clusterwise inference, for both
one- and two-sample t tests. Alarmingly, the parametric methods
can give a very high degree of false positives (up to 70%, com-
pared with the nominal 5%) for clusterwise inference. By com-
parison, the nonparametric permutation test (22–25) is found to
produce nominal results for both voxelwise and clusterwise in-
ference for two-sample t tests, and nearly nominal results for one-
sample t tests. We explore why the methods fail to appropriately
control the false-positive risk.

Results
A total of 2,880,000 random group analyses were performed to
compute the empirical false-positive rates of SPM, FSL, and
AFNI; these comprise 1,000 one-sided random analyses repeated
for 192 parameter combinations, three thresholding approaches,

Significance

Functional MRI (fMRI) is 25 years old, yet surprisingly its most
common statistical methods have not been validated using real
data. Here, we used resting-state fMRI data from 499 healthy
controls to conduct 3 million task group analyses. Using this null
data with different experimental designs, we estimate the in-
cidence of significant results. In theory, we should find 5% false
positives (for a significance threshold of 5%), but insteadwe found
that the most common software packages for fMRI analysis (SPM,
FSL, AFNI) can result in false-positive rates of up to 70%. These
results question the validity of a number of fMRI studies and may
have a large impact on the interpretation of weakly significant
neuroimaging results.
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and five tools in the three software packages. The tested parameter
combinations, given in Table 1, are common in the fMRI field
according to a recent review (26). The following five analysis tools
were tested: SPM OLS, FSL OLS, FSL FLAME1, AFNI OLS
(3dttest++), and AFNI 3dMEMA. The ordinary least-squares (OLS)
functions only use the parameter estimates of BOLD response mag-
nitude from each subject in the group analysis, whereas FLAME1 in
FSL and 3dMEMA in AFNI also consider the variance of the subject-
specific parameter estimates. To compare the parametric statistical
methods used by SPM, FSL, and AFNI to a nonparametric method,
all analyses were also performed using a permutation test (22, 23, 27).
All tools were used to generate inferences corrected for the FWE rate
over the whole brain.
Resting-state fMRI data from 499 healthy controls, down-

loaded from the 1,000 Functional Connectomes Project (4), were
used for all analyses. Resting-state data should not contain sys-
tematic changes in brain activity, but our previous work (14)
showed that the assumed activity paradigm can have a large

impact on the degree of false positives. Several different
activity paradigms were therefore used, two block based (B1
and B2) and two event related (E1 and E2); see Table 1
for details.
Fig. 1 presents the main findings of our study, summarized by

a common analysis setting of a one-sample t test with 20 subjects
and 6-mm smoothing [see SI Appendix, Figs. S1–S6 (20 subjects)
and SI Appendix, Figs. S7–S12 (40 subjects) for the full results].
In broad summary, parametric software’s FWE rates for clus-
terwise inference far exceed their nominal 5% level, whereas
parametric voxelwise inferences are valid but conservative, often
falling below 5%. Permutation false positives are controlled at a
nominal 5% for the two-sample t test, and close to nominal for
the one-sample t test. The impact of smoothing and cluster-
defining threshold (CDT) was appreciable for the parametric
methods, with CDT P = 0.001 (SPM default) having much better
FWE control than CDT P = 0.01 [FSL default; AFNI does not
have a default setting, but P = 0.005 is most prevalent (21)].

Table 1. Parameters tested for the different fMRI software packages, giving a total of 192 (3 × 2 × 2 × 4 × 2 × 2)
parameter combinations and three thresholding approaches

Parameter Values used

fMRI data Beijing (198 subjects), Cambridge (198 subjects), Oulu (103 subjects)
Block activity paradigms B1 (10-s on off), B2 (30-s on off)
Event activity paradigms E1 (2-s activation, 6-s rest), E2 (1- to 4-s activation, 3- to 6-s rest, randomized)
Smoothing 4-, 6-, 8-, 10-mm FWHM
Analysis type One-sample t test (group activation), two-sample t test (group difference)
No. of subjects 20, 40
Inference level Voxel, cluster
CDT P = 0.01 (z = 2.3), P = 0.001 (z = 3.1)

One thousand group analyses were performed for each parameter combination.

SPM FLAME1 FSL OLS 3dttest 3dMEMA Perm

F
am

ily
w

is
e 

er
ro

r 
ra

te
 (

%
)

0

10

20

30

40

50

60

70

80
Beijing, one sample t-test, 6 mm, CDT p = 0.01

B1 10 s on off
B2 30 s on off
E1 2 s events
E2 randomized events
Expected
95% CI

SPM FLAME1 FSL OLS 3dttest 3dMEMA Perm

F
am

ily
w

is
e 

er
ro

r 
ra

te
 (

%
)

0

10

20

30

40

50

60

70

80
Beijing, one sample t-test, 6 mm, CDT p = 0.001

SPM FLAME1 FSL OLS 3dttest 3dMEMA Perm

F
am

ily
w

is
e 

er
ro

r 
ra

te
 (

%
)

0

10

20

30

40

50

60

70

80
Beijing, one sample t-test, 6 mm, voxel inference

SPM FLAME1 FSL OLS 3dttest 3dMEMA Perm

F
am

ily
w

is
e 

er
ro

r 
ra

te
 (

%
)

0

10

20

30

40

50

60

70

80
Cambridge, one sample t-test, 6 mm, CDT p = 0.01

B1 10 s on off
B2 30 s on off
E1 2 s events
E2 randomized events
Expected
95% CI

SPM FLAME1 FSL OLS 3dttest 3dMEMA Perm

F
am

ily
w

is
e 

er
ro

r 
ra

te
 (

%
)

0

10

20

30

40

50

60

70

80
Cambridge, one sample t-test, 6 mm, CDT p = 0.001

A

B

SPM FLAME1 FSL OLS 3dttest 3dMEMA Perm

F
am

ily
w

is
e 

er
ro

r 
ra

te
 (

%
)

0

10

20

30

40

50

60

70

80
Cambridge, one sample t-test, 6 mm, voxel inference

Fig. 1. Results for one-sample t test, showing estimated FWE rates for (A) Beijing and (B) Cambridge data analyzed with 6 mm of smoothing and four different
activity paradigms (B1, B2, E1, and E2), for SPM, FSL, AFNI, and a permutation test. These results are for a group size of 20. The estimated FWE rates are simply the
number of analyses with any significant group activation divided by the number of analyses (1,000). From Left to Right: Cluster inference using a cluster-defining
threshold (CDT) of P = 0.01 and a FWE-corrected threshold of P = 0.05, cluster inference using a CDT of P = 0.001 and a FWE-corrected threshold of P = 0.05, and voxel
inference using a FWE-corrected threshold of P = 0.05. Note that the default CDT is P = 0.001 in SPM and P = 0.01 in FSL (AFNI does not have a default setting).
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• Using standard FSL 
analysis options 

• 69,120 possible 
analysis workflows

 
Processing step Reason Options Number of 

plausible 
options 

Motion correction Correct for head motion 
during scanning 

Interpolation [linear vs. sinc] 
Reference volume [single vs. 
mean] 

4 

Slice timing 
correction 

Correct for differences in 
acquisition timing of 
different slices 

No/before motion 
correction/after motion 
correction 

3 
 

Field map 
correction 

Correct for distortion due 
to magnetic susceptibility 

Yes/No 2 

Spatial 
smoothing 

Increase SNR for larger 
activations and ensure 
assumptions of Gaussian 
random field theory 

FWHM [4/6/8 mm] 3 

Spatial 
normalization 

Warp individual brain to 
match a group template 

Method [linear/nonlinear] 
 

2 

High pass filter  Remove low-frequency 
nuisance signals from data 

Frequency cutoff [100, 120] 2 

Head motion 
regressors 

Remove remaining signals 
due to head motion via 
statistical model 

Yes/No 
If Yes: 6/12/24 parameters or 
single timepoint “scrubbing” 
regressors 

5 

Hemodynamic 
response 

Account for delayed nature 
of hemodynamic response 
to neuronal activity 

Basis function [single-
gamma, double-gamma] 
Derivatives 
[none/shift/dispersion] 

6 

Temporal 
autocorrelation 
model 

Model for the temporal 
autocorrelation inherent in 
fMRI signals. 

Yes/no 2 

Multiple 
comparison 
correction 

Correct for large number of 
comparisons across the 
brain 

Voxel-based GRF, Cluster-
based GRF, FDR, 
nonparameteric 

4 

Total possible 
workflows 

  69,120 

	

Threats to reproducibility: Methodological flexibility

Poldrack et al, 2017, NRN



poldracklab.org

Carp Analytic flexibility in fMRI research

FIGURE 1 | Variation in activation strength across analysis pipelines.
Mean activation denotes the average Z -value for each voxel across all
analysis pipelines; analysis range denotes the range of Z -values across all

pipelines. Images are presented in neurological orientation, with the left
hemisphere displayed on the left. Note that color scales differ across
panels.

FIGURE 2 | Variation in activation strength attributable to pre-processing choices. Images are presented in neurological orientation, with the left
hemisphere displayed on the left. Note that color scales differ across panels.
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How likely are published findings in the functional neuroimaging literature to be false?
According to a recent mathematical model, the potential for false positives increases with
the flexibility of analysis methods. Functional MRI (fMRI) experiments can be analyzed
using a large number of commonly used tools, with little consensus on how, when, or
whether to apply each one.This situation may lead to substantial variability in analysis out-
comes.Thus, the present study sought to estimate the flexibility of neuroimaging analysis
by submitting a single event-related fMRI experiment to a large number of unique analysis
procedures. Ten analysis steps for which multiple strategies appear in the literature were
identified, and two to four strategies were enumerated for each step. Considering all pos-
sible combinations of these strategies yielded 6,912 unique analysis pipelines. Activation
maps from each pipeline were corrected for multiple comparisons using five thresholding
approaches, yielding 34,560 significance maps. While some outcomes were relatively con-
sistent across pipelines, others showed substantial methods-related variability in activation
strength, location, and extent. Some analysis decisions contributed to this variability more
than others, and different decisions were associated with distinct patterns of variability
across the brain. Qualitative outcomes also varied with analysis parameters: many con-
trasts yielded significant activation under some pipelines but not others. Altogether, these
results reveal considerable flexibility in the analysis of fMRI experiments.This observation,
when combined with mathematical simulations linking analytic flexibility with elevated false
positive rates, suggests that false positive results may be more prevalent than expected
in the literature. This risk of inflated false positive rates may be mitigated by constraining
the flexibility of analytic choices or by abstaining from selective analysis reporting.

Keywords: fMRI, data analysis, analysis flexibility, selective reporting, false positive results

INTRODUCTION
How common are false positive results in the functional neu-
roimaging literature? Among functional MRI (fMRI) studies that
apply statistical correction for multiple comparisons, most use a
nominal false positive rate of 5%. However,Wager et al. (2009) esti-
mate that between 10 and 40% of fMRI activation results are false
positives. Furthermore, recent empirical (Ioannidis, 2005a) and
mathematical modeling studies (Ioannidis, 2005b) argue that the
true incidence of false positives may far exceed the nominal rate in
the broader scientific literature. Indeed, under certain conditions,
research findings are more likely to be false than true (Ioannidis,
2005b).

As described in a mathematical modeling study by Ioannidis
(2005b), analytic flexibility is a key risk factor for inflated rates of
false positive results when combined with selective reporting of
favorable analysis methods. Analytic flexibility is defined here as
the range of analysis outcomes across different acceptable analysis
methods. Thus, if many analysis pipelines are considered valid,
and if different methods yield different results, then analysis flex-
ibility is high. When analytic flexibility is high, investigators may
elect to report methods that yield favorable outcomes and omit
methods that yield null results. This practice is known as selective
analysis reporting. For example, a researcher may notice that

an experiment yields positive results when analyzed using head
motion regression, but not when analyzed without using head
motion regression. The researcher may then choose to describe
the former analysis but not the latter when reporting the results
of the experiment. Indeed, investigators in some research fields
appear to pursue this strategy. Reviews of randomized clinical tri-
als show that many studies change outcome measures and other
methodological parameters between study design and publication.
Critically, these changes tend to make results appear more signif-
icant than they would have been under the original analysis plan
(Chan et al., 2004a,b; Dwan et al., 2008; Mathieu et al., 2009).

A recent survey of fMRI methods shows that methodological
decisions are highly variable from study to study (Carp, 2012).
Across 241 published fMRI studies, authors reported using 32
unique software packages (e.g., SPM 2, FSL 3.3) and 207 unique
combinations of design and analysis steps (e.g., spatial normal-
ization, head motion regression). Parameter settings also showed
considerable variability within each analysis step. For example,
spatial smoothing kernels ranged from 3 to 12 mm full width
at half maximum, and high-pass filter cutoffs ranged from 0.33
to 750 s. Because many studies did not describe critical analysis
decisions, this survey likely understated the true diversity of
experimental methods in the fMRI literature. In other words,
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P-hacking: Anything can become significant
Study 2: musical contrast and chronological 
rejuvenation 
…we asked 20 University of Pennsylvania undergraduates to 
listen to either “When I’m Sixty-Four” by The Beatles or 
“Kalimba.” Then, in an ostensibly unrelated task, they indicated 
their birth date (mm/dd/ yyyy) and their father’s age. We used 
father’s age to control for variation in baseline age across 
participants. 

An ANCOVA revealed the predicted effect: According to their birth 
dates, people were nearly a year-and-a-half younger after listening to 
“When I’m Sixty-Four” (adjusted M = 20.1 years) rather than to 
“Kalimba” (adjusted M = 21.5 years), F(1, 17) = 4.92, p = .040. 
-Simmons et al., 2011, Psychological Science
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P-hacking: Anything can become significantFalse-Positive Psychology 3

pay. The researcher can test whether the manipulation affected 
liking, whether the manipulation affected willingness to pay, 
and whether the manipulation affected a combination of these 
two variables. The likelihood that one of these tests produces 
a significant result is at least somewhat higher than .05. We 
conducted 15,000 simulations of this scenario (and other sce-
narios) to estimate the size of “somewhat.”2

We report the results of our simulations in Table 1. The  
first row shows that flexibility in analyzing two dependent 
variables (correlated at r = .50) nearly doubles the probability 
of obtaining a false-positive finding.3

The second row of Table 1 shows the results of a researcher 
who collects 20 observations per condition and then tests for 
significance. If the result is significant, the researcher stops 
collecting data and reports the result. If the result is nonsignifi-
cant, the researcher collects 10 additional observations per 
condition, and then again tests for significance. This seem-
ingly small degree of freedom increases the false-positive rate 
by approximately 50%.

The third row of Table 1 shows the effect of flexibility in 
controlling for gender or for an interaction between gender 
and the independent variable.4 Such flexibility leads to a false-
positive rate of 11.7%. The fourth row of Table 1 shows that 
running three conditions (e.g., low, medium, high) and report-
ing the results for any two or all three (e.g., low vs. medium, 
low vs. high, medium vs. high, low vs. medium vs. high) gen-
erates a false-positive rate of 12.6%.

The bottom three rows of Table 1 show results for combi-
nations of the situations described in the top four rows, with 
the bottom row reporting the false-positive rate if the 
researcher uses all of these degrees of freedom, a practice 
that would lead to a stunning 61% false-positive rate! A 
researcher is more likely than not to falsely detect a signifi-
cant effect by just using these four common researcher 
degrees of freedom.

As high as these estimates are, they may actually be conser-
vative. We did not consider many other degrees of freedom 
that researchers commonly use, including testing and choos-
ing among more than two dependent variables (and the various 
ways to combine them), testing and choosing among more 
than one covariate (and the various ways to combine them), 
excluding subsets of participants or trials, flexibility in decid-
ing whether early data were part of a pilot study or part of the 
experiment proper, and so on.

A closer look at flexibility in sample size
Researchers often decide when to stop data collection on the 
basis of interim data analysis. Notably, a recent survey of 
behavioral scientists found that approximately 70% admitted 
to having done so (John, Loewenstein, & Prelec, 2011). In 
conversations with colleagues, we have learned that many 
believe this practice exerts no more than a trivial influence on 
false-positive rates.

Table 1. Likelihood of Obtaining a False-Positive Result

Significance level

Researcher degrees of freedom p < .1 p < .05 p < .01

Situation A: two dependent variables (r = .50) 17.8% 9.5% 2.2%
Situation B: addition of 10 more observations 

per cell
14.5% 7.7% 1.6%

Situation C: controlling for gender or interaction 
of gender with treatment

21.6% 11.7% 2.7%

Situation D: dropping (or not dropping) one of 
three conditions

23.2% 12.6% 2.8%

Combine Situations A and B 26.0% 14.4% 3.3%
Combine Situations A, B, and C 50.9% 30.9% 8.4%
Combine Situations A, B, C, and D 81.5% 60.7% 21.5%

Note: The table reports the percentage of 15,000 simulated samples in which at least one of a 
set of analyses was significant. Observations were drawn independently from a normal distribu-
tion. Baseline is a two-condition design with 20 observations per cell. Results for Situation A were 
obtained by conducting three t tests, one on each of two dependent variables and a third on the 
average of these two variables. Results for Situation B were obtained by conducting one t test after 
collecting 20 observations per cell and another after collecting an additional 10 observations per 
cell. Results for Situation C were obtained by conducting a t test, an analysis of covariance with a 
gender main effect, and an analysis of covariance with a gender interaction (each observation was 
assigned a 50% probability of being female). We report a significant effect if the effect of condition 
was significant in any of these analyses or if the Gender × Condition interaction was significant. 
Results for Situation D were obtained by conducting t tests for each of the three possible pairings 
of conditions and an ordinary least squares regression for the linear trend of all three conditions 
(coding: low =  –1, medium = 0, high = 1).

 at CORNELL UNIV on October 26, 2011pss.sagepub.comDownloaded from 

-Simmons et al., 2011, Psychological Science
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Multiple comparison correction

• Assessed latest 100 papers matching query for fMRI 
activation studies 

• 65 reported whole-brain activation data 

• Good news 

• only 3 papers reported uncorrected results 

• Bad news 

• 11% of papers analyzed data using SPM/FSL but then 
corrected for multiple comparisons using AFNI’s 
alphasim/3dclustsim 

• Why is this a problem?

Poldrack et al, 2017, NRN
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P-hacking multiple comparison correction?

Fig. 10: Group smoothness estimates (mm full width at half
maximum) for SPM, FSL FLAME and AFNI. The smoothness
estimates originate from two sample t-tests (10 subjects per
group) using the Beijing data (analyzed with the E2 paradigm
and 6 mm smoothing). Note that AFNI estimates the group
smoothness differently compared to SPM and FSL. Also note
that AFNI uses higher order interpolation for motion cor-
rection and spatial normalization, which leads to a lower
smoothness compared to more common linear interpolation.

Fig. 11: Cluster extent thresholds (in cubic millimeters) for
SPM, FSL FLAME, AFNI and a permutation test, for a cluster
defining threshold of p = 0.01 and a familywise cluster error
rate of p = 0.05. The thresholds originate from two sample t-
tests (10 subjects per group) using the Beijing data (analyzed
with the E2 paradigm and 6 mm smoothing). Note that the
permutation threshold can only be directly compared with the
threshold from the FSL software, as first level results from
FSL were used for the non-parametric analyses.

Fig. 14: Ratio of non-parametric to parametric FWE cor-
rected p-values for cluster size inference on 4 task (non-null)
fMRI datasets, for parametric FWE p-values 0.05 � p �
10�4. Results for two CDT are shown, p = 0.01 and p
= 0.001, and larger ratios indicate parametric p-values be-
ing smaller (more significant) than non-parametric p-values
(note the logarithmic scale on the y-axis). Clusters with a
parametric FWE p-value more significant than 10�4 are ex-
cluded because a permutation test with 5000 permutations
can only resolve p-values down to 0.0002, and such p-values
would generate large ratios inherently. These results suggest
cluster size inference with a CDT of p = 0.01 has FWE in-
flated by 2 to almost 3 orders of magnitude, and a CDT of p
= 0.001 has FWE significance inflated by up to 2 orders of
magnitude.

parametric and invalid parametric cluster size inference, we
take ratios larger than 1.0 as evidence of inflated (biased) sig-
nificance in the parametric inferences.

For a cluster defining threshold of p = 0.01 and a clus-
ter size of 400 voxels, the non-parametric cluster p-value is
approximately 10 - 100 times larger compared to the para-
metric p-value. For a cluster defining threshold of p = 0.001
and a cluster size of 100 voxels, the non-parametric cluster
p-value is approximately 1.25 - 10 times larger compared to
the parametric p-value. For contrast 1 of the word and object
processing task data set (Table 3), one cluster has a paramet-
ric p-value of 0.0182 and a non-parametric p-value of 0.249.
This matches the empirically estimated familywise error rate
of FSL OLS, according to Figure 5. These findings indicate
that the problems exist also for task based fMRI data, and not
only for resting state data.

16
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linear model (32). The group smoothness used by 3dClustSim may
for this reason be too low (compared with SPM and FSL; SI
Appendix, Fig. S15).
Second, a 15-year-old bug was found in 3dClustSim while

testing the three software packages (the bug was fixed by the AFNI
group as of May 2015, during preparation of this manuscript).
The bug essentially reduced the size of the image searched for
clusters, underestimating the severity of the multiplicity correc-
tion and overestimating significance (i.e., 3dClustSim FWE P
values were too low).
Together, the lower group smoothness and the bug in 3dClustSim

resulted in cluster extent thresholds that are much lower compared
with SPM and FSL (SI Appendix, Fig. S16), which resulted in par-
ticularly high FWE rates. We find this to be alarming, as 3dClust-
Sim is one of the most popular choices for multiple-comparisons
correction (26).
We note that FWE rates are lower with the bug-fixed 3dClustSim

function. As an example, the updated function reduces the de-
gree of false positives from 31.0% to 27.1% for a CDT of P =
0.01, and from 11.5% to 8.6% for a CDT of P = 0.001 (these
results are for two-sample t tests using the Beijing data, analyzed
with the E2 paradigm and 6-mm smoothing).

Suitability of Resting-State fMRI as Null Data for Task fMRI. One
possible criticism of our work is that resting-state fMRI data do
not truly compromise null data, as they may be affected by con-
sistent trends or transients, for example, at the start of the session.
However, if this were the case, the excess false positives would
appear only in certain paradigms and, in particular, least likely in
the randomized event-related (E2) design. Rather, the inflated
false positives were observed across all experiment types with
parametric cluster size inference, limiting the role of any such
systematic effects. Additionally, one could argue that the spatial
structure of resting fMRI, the very covariance that gives rise to
“resting-state networks,” is unrepresentative of task data and inflates
the spatial autocorrelation functions and induces nonstationarity.
We do not believe this is the case because it has been shown that
resting-state networks can be estimated from the residuals of task
data (42), suggesting that resting data and task noise share similar
properties. We assessed this in our four task datasets, estimating the
spatial autocorrelation of the group residuals (SI Appendix, Fig. S21)
and found the same type of heavy-tailed behavior as in the resting
data. Furthermore, the same type of heavy-tail spatial autocorrela-
tion has been observed for data collected with anMR phantom (31).
Finally, another follow-up analysis on task data (see Comparison of
Empirical and Theoretical Test Statistic Distributions and SI Appendix,
Task-Based fMRI Data, Human Connectome Project, a two-sample t
test on a random split of a homogeneous group of subjects) found
inflated false-positive rates similar to the null data. Altogether, we
find that these findings support the appropriateness of resting data
as a suitable null for task fMRI.

The Future of fMRI. It is not feasible to redo 40,000 fMRI studies,
and lamentable archiving and data-sharing practices mean most
could not be reanalyzed either. Considering that it is now pos-
sible to evaluate common statistical methods using real fMRI
data, the fMRI community should, in our opinion, focus on
validation of existing methods. The main drawback of a per-
mutation test is the increase in computational complexity, as the
group analysis needs to be repeated 1,000–10,000 times. How-
ever, this increased processing time is not a problem in practice,

as for typical sample sizes a desktop computer can run a per-
mutation test for neuroimaging data in less than a minute (27,
43). Although we note that metaanalysis can play an important
role in teasing apart false-positive findings from consistent re-
sults, that does not mitigate the need for accurate inferential
tools that give valid results for each and every study.
Finally, we point out the key role that data sharing played in this

work and its impact in the future. Although our massive empirical
study depended on shared data, it is disappointing that almost
none of the published studies have shared their data, neither the
original data nor even the 3D statistical maps. As no analysis
method is perfect, and new problems and limitations will be cer-
tainly found in the future, we commend all authors to at least
share their statistical results [e.g., via NeuroVault.org (44)] and
ideally the full data [e.g., via OpenfMRI.org (7)]. Such shared data
provide enormous opportunities for methodologists, but also the
ability to revisit results when methods improve years later.

Materials and Methods
Only publicly shared anonymized fMRI data were used in this study. Data
collection at the respective sites was subject to their local ethics review boards,
who approved the experiments and the dissemination of the anonymized data.
For the 1,000 Functional Connectomes Project, collectionof theCambridge data
was approved by the Massachusetts General Hospital partners’ institutional
review board (IRB); collection of the Beijing data was approved by the IRB of
State Key Laboratory for Cognitive Neuroscience and Learning, Beijing Normal
University; and collection of the Oulu data was approved by the ethics com-
mittee of the Northern Ostrobothnian Hospital District. Dissemination of the
data was approved by the IRBs of New York University Langone Medical
Center and New Jersey Medical School (4). The word and object processing
experiment (36) was approved by the Berkshire National Health Service Re-
search Ethics Committee. The mixed-gambles experiment (35), the rhyme
judgment experiment, and the living–nonliving experiments were approved
by the University of California, Los Angeles, IRB. All subjects gave informed
written consent after the experimental procedures were explained.

The resting-state fMRI data from the 499 healthy controls were analyzed in
SPM, FSL, and AFNI according to standard processing pipelines, and the
analyses were repeated for four levels of smoothing (4-, 6-, 8-, and 10-mm
FWHM) and four task paradigms (B1, B2, E1, and E2). Random group analyses
were then performed using the parametric functions in the three softwares
(SPM OLS, FLAME1, FSL OLS, 3dttest, 3dMEMA) as well as the nonparametric
permutation test. The degree of false positives was finally estimated as the
number of group analyses with any significant result, divided by the number
of group analyses (1,000). All of the processing scripts are available at https://
github.com/wanderine/ParametricMultisubjectfMRI.
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It’s not just fMRI

How to get statistically significant effects in any ERP
experiment (and why you shouldn’t)

STEVEN J. LUCKa,b
AND NICHOLAS GASPELINa

aCenter for Mind & Brain, University of California, Davis, Davis, California, USA
bDepartment of Psychology, University of California, Davis, Davis, California, USA

Abstract

ERP experiments generate massive datasets, often containing thousands of values for each participant, even after

averaging. The richness of these datasets can be very useful in testing sophisticated hypotheses, but this richness also

creates many opportunities to obtain effects that are statistically significant but do not reflect true differences among

groups or conditions (bogus effects). The purpose of this paper is to demonstrate how common and seemingly

innocuous methods for quantifying and analyzing ERP effects can lead to very high rates of significant but bogus

effects, with the likelihood of obtaining at least one such bogus effect exceeding 50% in many experiments. We focus

on two specific problems: using the grand-averaged data to select the time windows and electrode sites for quantifying

component amplitudes and latencies, and using one or more multifactor statistical analyses. Reanalyses of prior data

and simulations of typical experimental designs are used to show how these problems can greatly increase the

likelihood of significant but bogus results. Several strategies are described for avoiding these problems and for

increasing the likelihood that significant effects actually reflect true differences among groups or conditions.

Descriptors: Analysis/statistical methods, ERPs, Other

It can seem like a miracle when a predicted effect is found to be

statistically significant in an ERP experiment. A typical ERP effect

may be only a millionth of a volt or a hundredth of a second, and

these effects can easily be obscured by the many sources of biolog-

ical and environmental noise that contaminate ERP data. Averag-

ing together a large number of trials can improve reliability and

statistical power, but even with an infinite number of trials there

would still be variance due to factors such as mind wandering. All

these sources of variance can make it very difficult for a 1 mV or

10 ms difference between groups or conditions to reach the .05

threshold for statistical significance. Consequently, when an

experiment is designed to look for a small but specific effect, much

care is needed to ensure that the predicted effect will be statistically

significant if it is actually present.
On the other hand, it is extraordinarily easy to find statistically

significant but unpredicted and unreplicable effects in ERP experi-

ments. ERP datasets are so rich that random variations in the data

have a good chance of producing statistically significant effects at

some time points and in some electrode sites if enough analyses are
conducted. These effects are bogus (i.e., not genuine), but it can be
difficult for the researchers, the reviewers of a journal submission,
or the readers of a published article to know if a given effect is real
or bogus. This likely leads to the publication of a large number of
effects that are bogus but have the imprimatur of statistical signifi-
cance. Estimating how often this happens is difficult, but there is
growing evidence that many published results in psychology (Open
Science Collaboration, 2015), neuroscience (Button et al., 2013),
and oncology (Prinz, Schlange, & Asadullah, 2011) are not replica-
ble. Many factors contribute to the lack of replicability, but one of
them is what Simmons, Nelson, and Simonsohn (2011) called
experimenter degrees of freedom. This is the idea that experiment-
ers can analyze their data in many different ways, and if the meth-
ods that experimenters choose are selected after the data have been

viewed, this will dramatically increase the likelihood that bogus

effects reach the criterion for statistical significance.
Experimenters typically have more degrees of freedom in the

analysis of ERP experiments than in the analysis of behavioral

experiments, and this likely leads to the publication of many signif-

icant but bogus ERP findings. The purpose of the present paper is

to demonstrate the ease of finding significant but bogus effects in

ERP experiments and to provide some concrete suggestions for

avoiding these bogus effects. Following the approach of Simmons

et al. (2011), we will begin by showing how the data from an actual

experiment can be analyzed inappropriately to produce significant

but bogus effects. We will then discuss in detail a common
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The purpose of this paper is to demonstrate how common and 
seemingly innocuous methods for quantifying and analyzing ERP 
effects can lead to very high rates of significant but bogus effects, with 
the likelihood of obtaining at least one such bogus effect exceeding 
50% in many experiments. 
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Improvement: Pre-planned analyses

• If data are going to inform analysis choices, then split 
into discovery and validation sets 

• Must be kept strictly separate! 

• Torture the discovery set as you wish 

• Apply the final analysis to the validation set only after 
it has been fixed based on discovery set 

• Preferably do a two-stage pre-registration
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Improvement: Increased stringency
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One Sentence Summary: We propose 
to change the default P-value threshold 
for statistical significance for claims of 
new discoveries from 0.05 to 0.005

	 7	

 
Fig. 1. Relationship between the P-value and the Bayes Factor. The Bayes factor (BF) 
is defined as ! !obs|!!

! !obs|!!
. The figure assumes that observations are drawn i.i.d. according to 

! ~ ! !,!! , where the mean ! is unknown and the variance !! is known.  The P-value 
is from a two-sided z test (or equivalently a one-sided !! 

!  test) of the null hypothesis 
!!: ! = 0. 
“Power”: BF obtained by defining !! as putting ½ probability on ! = ±! for the value 
of ! that gives 75% power for the test of size α = 0.05. This !! represents an effect size 
typical of that which is implicitly assumed by researchers during experimental design. 
“Likelihood Ratio Bound”: BF obtained by defining !! as putting ½ probability on 
! = ±!, where ! is approximately equal to the mean of the observations. These BFs are 
upper bounds among the class of all !!’s that are symmetric around the null, but they are 
improper because the data are used to define !!. “UMPBT”: BF obtained by defining !! 
according to the uniformly most powerful Bayesian test (5) that places ½ probability on 
! = ±!, where ! is the alternative hypothesis that corresponds to a one-sided test of size 
0.0025.  This curve is indistinguishable from the “Power” curve that would be obtained if 
the power used in its definition was 80% rather than 75%. “Local-!! Bound”: BF =

!
!!" !"!, where ! is the P-value, is a large-sample upper bound on the BF from among all 
unimodal alternative hypotheses that have a mode at the null and satisfy certain regularity 
conditions (15). For more details, see the Supplementary Online Materials (SOM). 

 

A two-sided P-value of 0.05 corresponds to Bayes factors in favor of !! that range from 
about 2.5 to 3.4 under reasonable assumptions about !! (Fig. 1). This is weak evidence 
from at least three perspectives. First, conventional Bayes factor categorizations (6) 

Yes, this will require larger 
sample sizes to maintain 
sufficient power!



• How many of you have written computer code in 
the course of your research?



• How many of you have been trained in software 
engineering?



• How many of you have ever written a test for your 
code?
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Threats to reproducibilty: software errors

Geoffrey Chang

Structure of MsbA from E. coli:
A Homolog of the Multidrug

Resistance ATP Binding Cassette
(ABC) Transporters

Geoffrey Chang* and Christopher B. Roth

Multidrug resistance (MDR) is a serious medical problem and presents a major
challenge to the treatment of disease and the development of novel thera-
peutics. ABC transporters that are associated with multidrug resistance (MDR-
ABC transporters) translocate hydrophobic drugs and lipids from the inner to
the outer leaflet of the cell membrane. To better elucidate the structural basis
for the “flip-flop” mechanism of substrate movement across the lipid bilayer,
we have determined the structure of the lipid flippase MsbA from Escherichia
coli by x-ray crystallography to a resolution of 4.5 angstroms. MsbA is organized
as a homodimer with each subunit containing six transmembrane !-helices and
a nucleotide-binding domain. The asymmetric distribution of charged residues
lining a central chamber suggests a general mechanism for the translocation of
substrate by MsbA and other MDR-ABC transporters. The structure of MsbA can
serve as amodel for theMDR-ABC transporters that confermultidrug resistance
to cancer cells and infectious microorganisms.

The increasing incidence of multidrug re-
sistance is a significant health problem that
has profoundly impacted the treatment of
infectious diseases and cancer. The World
Health Organization has recently reported
that multidrug-resistant bacteria can ac-
count for up to 60% of all hospital-acquired
infections globally (1). Multidrug resis-
tance in the treatment of cancer is respon-
sible for tens of thousands of deaths per
year. Multidrug resistance can be conferred
by a number of transporters that pump
drugs out of cells. Certain multidrug resis-
tance transporters such as the human P-
glycoprotein, MDR1, can transport a di-
verse class of amphipathic drug molecules
(2). There is evidence that some of these
drug transporters may act as phospholipid
flippases and it has been proposed that
multidrug transporters may function as
drug flippases, translocating drugs from the
inner to the outer leaflet of the lipid bilayer.
In an effort to understand the structural
basis of multidrug resistance, we have de-
termined the crystal structure of the multi-
drug resistance transporter homolog,
MsbA, from Escherichia coli (Eco-msbA).
The msbA gene product belongs to a super-
family of transporters that contain an aden-
osine triphosphate (ATP) binding cassette
(ABC), which is also called a nucleotide-
binding domain (NBD) (3, 4 ). ABC trans-
porters translocate a wide variety of sub-

strates, including amino acids, peptides,
ions, sugars, toxins, lipids, and drugs and
are implicated in a number of serious hu-
man diseases, including cystic fibrosis and
several disorders of the immune system
(5 – 7 ).

MsbA is a member of the MDR-ABC
transporter group by sequence homology and
is more closely related to the mammalian
P-glycoproteins than any other bacterial ABC
transporter (8, 9 ). Although LmrA from Lac-
tococcus lactis is functionally more similar to
the P-glycoproteins, MsbA is even more con-
served by sequence homology (10, 11).
MDR-ABC transporters have been proposed
to act as “hydrophobic vacuum cleaners” be-
cause of their ability to remove lipids and
drugs from the inner membrane leaflet (12).
MsbA transports lipid A, a major component
of the bacterial outer cell membrane, and is
the only bacterial ABC transporter that is
essential for cell viability (13). Loss of MsbA
from the cell membrane or a mutation that
disrupts transport results in a lethal accumu-
lation of lipid A in the cytoplasmic leaflet
(14, 15 ). Several bacterial homologs of msbA
that include the flippase ValA from Fran-
cisella novicida and LmrA, have been report-
ed in over 30 divergent prokaryotic species
(16 ).

The overall organization of MsbA is consis-
tent with most bacterial MDR-ABC transport-
ers and its amino acid sequence is remarkably
similar to several mammalian P-glycoproteins
involved in multidrug resistance. All known
ABC transporters are composed of four mod-
ules, including two membrane spanning regions
and two NBDs. Unlike the mammalian P-gly-

coproteins, which have these components fused
into a single polypeptide, the msbA gene en-
codes a half transporter that contains a single
membrane spanning region fused with a NBD.
MsbA is assembled as a homodimer with a total
molecular mass of 129.2 kD. Hydropathy anal-
ysis indicates six membrane spanning regions
with the NBD located on the cytoplasmic side
of the cell membrane (17 ). The primary role of
the transmembrane domain is to recognize and
transport substrates across the lipid bilayer. The
ABC, which is the hallmark of the MDR-ABC
transporter family and is located in the NBD,
couples the energy of ATP hydrolysis to sub-
strate translocation. Although the NBD struc-
tures of the histidine transporter (HisP), the
maltose transporter (MalK), the DNA repair
enzyme (Rad50), and the branched-chain ami-
no acid transporter from Methanococcus jann-
aschii (MJ1267) have been determined, the
structural basis for substrate translocation
through the cell membrane is not clear (18– 21).

The structure of MsbA establishes the
general architecture of the MDR-ABC
transporter family, and facilitates our un-
derstanding of the fundamental flipping
mechanism that moves hydrophobic sub-
strates from the inner to the outer mem-
brane leaflet. The protein sequence of Eco-
msbA is 36 and 32% identical to the NH2-
terminal and COOH-terminal halves of hu-
man MDR1, respectively (Fig. 1) (22).
Human MDR3, which is a phosphatidyl-
choline flippase and is 73% identical in
protein sequence to human MDR1, is 31%
identical in protein sequence to Eco-msbA
(23). The similarity in protein sequence and
function between MsbA and human MDR1/
MDR3 suggests a common evolutionary
origin and, therefore, they may have com-
mon mechanisms by which they catalyze
the flipping of substrates. The crystal struc-
ture of Eco-msbA determined to 4.5 Å in
resolution provides a framework for deci-
phering P-glycoproteins and suggests a
general mechanism for the transport of sub-
strate across the lipid bilayer.
Structure determination. Membrane

protein x-ray crystallography of transporters
and ion channels presents new challenges
owing to the disorder caused by detergent and
the inherent movement of transmembrane
!-helices. We have, therefore, adopted a
strategy of rapidly exploring crystallization
space by cloning, overexpressing, and puri-
fying more than 20 full-length bacterial trans-
porters and their homologs derived from sev-
eral MDR-ABC transporter families and 12
bacterial species (24 ). Our expectation was
that one or more of these natural variants
would be more optimal for protein expres-
sion, purification, and crystal formation.
Each full-length MDR-ABC transporter was
cloned and recombinantly expressed in a
BL21 strain of E. coli (25 ). Although func-
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Structure of MsbA from E. coli:
A Homolog of the Multidrug

Resistance ATP Binding Cassette
(ABC) Transporters

Geoffrey Chang* and Christopher B. Roth

Multidrug resistance (MDR) is a serious medical problem and presents a major
challenge to the treatment of disease and the development of novel thera-
peutics. ABC transporters that are associated with multidrug resistance (MDR-
ABC transporters) translocate hydrophobic drugs and lipids from the inner to
the outer leaflet of the cell membrane. To better elucidate the structural basis
for the “flip-flop” mechanism of substrate movement across the lipid bilayer,
we have determined the structure of the lipid flippase MsbA from Escherichia
coli by x-ray crystallography to a resolution of 4.5 angstroms. MsbA is organized
as a homodimer with each subunit containing six transmembrane !-helices and
a nucleotide-binding domain. The asymmetric distribution of charged residues
lining a central chamber suggests a general mechanism for the translocation of
substrate by MsbA and other MDR-ABC transporters. The structure of MsbA can
serve as amodel for theMDR-ABC transporters that confermultidrug resistance
to cancer cells and infectious microorganisms.

The increasing incidence of multidrug re-
sistance is a significant health problem that
has profoundly impacted the treatment of
infectious diseases and cancer. The World
Health Organization has recently reported
that multidrug-resistant bacteria can ac-
count for up to 60% of all hospital-acquired
infections globally (1). Multidrug resis-
tance in the treatment of cancer is respon-
sible for tens of thousands of deaths per
year. Multidrug resistance can be conferred
by a number of transporters that pump
drugs out of cells. Certain multidrug resis-
tance transporters such as the human P-
glycoprotein, MDR1, can transport a di-
verse class of amphipathic drug molecules
(2). There is evidence that some of these
drug transporters may act as phospholipid
flippases and it has been proposed that
multidrug transporters may function as
drug flippases, translocating drugs from the
inner to the outer leaflet of the lipid bilayer.
In an effort to understand the structural
basis of multidrug resistance, we have de-
termined the crystal structure of the multi-
drug resistance transporter homolog,
MsbA, from Escherichia coli (Eco-msbA).
The msbA gene product belongs to a super-
family of transporters that contain an aden-
osine triphosphate (ATP) binding cassette
(ABC), which is also called a nucleotide-
binding domain (NBD) (3, 4 ). ABC trans-
porters translocate a wide variety of sub-

strates, including amino acids, peptides,
ions, sugars, toxins, lipids, and drugs and
are implicated in a number of serious hu-
man diseases, including cystic fibrosis and
several disorders of the immune system
(5 – 7 ).

MsbA is a member of the MDR-ABC
transporter group by sequence homology and
is more closely related to the mammalian
P-glycoproteins than any other bacterial ABC
transporter (8, 9 ). Although LmrA from Lac-
tococcus lactis is functionally more similar to
the P-glycoproteins, MsbA is even more con-
served by sequence homology (10, 11).
MDR-ABC transporters have been proposed
to act as “hydrophobic vacuum cleaners” be-
cause of their ability to remove lipids and
drugs from the inner membrane leaflet (12).
MsbA transports lipid A, a major component
of the bacterial outer cell membrane, and is
the only bacterial ABC transporter that is
essential for cell viability (13). Loss of MsbA
from the cell membrane or a mutation that
disrupts transport results in a lethal accumu-
lation of lipid A in the cytoplasmic leaflet
(14, 15 ). Several bacterial homologs of msbA
that include the flippase ValA from Fran-
cisella novicida and LmrA, have been report-
ed in over 30 divergent prokaryotic species
(16 ).

The overall organization of MsbA is consis-
tent with most bacterial MDR-ABC transport-
ers and its amino acid sequence is remarkably
similar to several mammalian P-glycoproteins
involved in multidrug resistance. All known
ABC transporters are composed of four mod-
ules, including two membrane spanning regions
and two NBDs. Unlike the mammalian P-gly-

coproteins, which have these components fused
into a single polypeptide, the msbA gene en-
codes a half transporter that contains a single
membrane spanning region fused with a NBD.
MsbA is assembled as a homodimer with a total
molecular mass of 129.2 kD. Hydropathy anal-
ysis indicates six membrane spanning regions
with the NBD located on the cytoplasmic side
of the cell membrane (17 ). The primary role of
the transmembrane domain is to recognize and
transport substrates across the lipid bilayer. The
ABC, which is the hallmark of the MDR-ABC
transporter family and is located in the NBD,
couples the energy of ATP hydrolysis to sub-
strate translocation. Although the NBD struc-
tures of the histidine transporter (HisP), the
maltose transporter (MalK), the DNA repair
enzyme (Rad50), and the branched-chain ami-
no acid transporter from Methanococcus jann-
aschii (MJ1267) have been determined, the
structural basis for substrate translocation
through the cell membrane is not clear (18– 21).

The structure of MsbA establishes the
general architecture of the MDR-ABC
transporter family, and facilitates our un-
derstanding of the fundamental flipping
mechanism that moves hydrophobic sub-
strates from the inner to the outer mem-
brane leaflet. The protein sequence of Eco-
msbA is 36 and 32% identical to the NH2-
terminal and COOH-terminal halves of hu-
man MDR1, respectively (Fig. 1) (22).
Human MDR3, which is a phosphatidyl-
choline flippase and is 73% identical in
protein sequence to human MDR1, is 31%
identical in protein sequence to Eco-msbA
(23). The similarity in protein sequence and
function between MsbA and human MDR1/
MDR3 suggests a common evolutionary
origin and, therefore, they may have com-
mon mechanisms by which they catalyze
the flipping of substrates. The crystal struc-
ture of Eco-msbA determined to 4.5 Å in
resolution provides a framework for deci-
phering P-glycoproteins and suggests a
general mechanism for the transport of sub-
strate across the lipid bilayer.
Structure determination. Membrane

protein x-ray crystallography of transporters
and ion channels presents new challenges
owing to the disorder caused by detergent and
the inherent movement of transmembrane
!-helices. We have, therefore, adopted a
strategy of rapidly exploring crystallization
space by cloning, overexpressing, and puri-
fying more than 20 full-length bacterial trans-
porters and their homologs derived from sev-
eral MDR-ABC transporter families and 12
bacterial species (24 ). Our expectation was
that one or more of these natural variants
would be more optimal for protein expres-
sion, purification, and crystal formation.
Each full-length MDR-ABC transporter was
cloned and recombinantly expressed in a
BL21 strain of E. coli (25 ). Although func-
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Structure of the ABC Transporter
MsbA inComplexwithADPIVanadate

and Lipopolysaccharide
Christopher L. Reyes and Geoffrey Chang*

Select members of the adenosine triphosphate (ATP)–binding cassette (ABC)
transporter family couple ATP binding and hydrolysis to substrate efflux and
confer multidrug resistance. We have determined the x-ray structure of MsbA
in complex with magnesium, adenosine diphosphate, and inorganic vanadate
(MgIADPIVi) and the rough-chemotype lipopolysaccharide, Ra LPS. The
structure supports a model involving a rigid-body torque of the two trans-
membrane domains during ATP hydrolysis and suggests a mechanism by
which the nucleotide-binding domain communicates with the transmembrane
domain. We propose a lipid ‘‘flip-flop’’ mechanism in which the sugar groups
are sequestered in the chamber while the hydrophobic tails are dragged
through the lipid bilayer.

Multidrug resistance is an alarming and rapidly
growing obstacle in the treatment of infectious
diseases, human immunodeficiency virus (HIV),
malaria, and cancer (1). Drug-resistant bacterial
strains that cause gonorrhea, pneumonia, chol-
era, and tuberculosis are widespread and dif-
ficult to treat (2). In humans, a similar drug
efflux mechanism is a major reason for the
failure of several chemotherapeutics in the treat-
ment of cancers. Found ubiquitously in both
bacteria and humans, ABC transporters have
been implicated in both antibiotic and cancer
drug resistance and represent key targets for the
development of agents to reverse multidrug
resistance (3, 4). Several MDR ABC efflux
pumps have been shown to extrude both lipids
and drug molecules, which suggests a common
transport mechanism for amphipathic com-
pounds across the cell membrane (5, 6).

MsbA is an essential bacterial ABC trans-
porter that transports lipid A and lipopoly-
saccharide (LPS) to the outer membrane (7–10)
and that has been shown to have overlapping
substrate specificity with the multidrug-resistant
ABC (MDR ABC) transporter LmrA and with
humanP-glycoprotein (P-gp) (11). MsbA adeno-
sine triphosphatase (ATPase) hydrolysis is stim-
ulated by LPS and lipid A and also shows
vanadate-inhibited activity (12). LPS makes
up the outer leaflet of the outer membrane in
Gram-negative bacteria and potently activates
the mammalian innate immune system in
response to bacterial infections; it can cause
septic shock (13–15). ABC transporters are
minimally composed of two transmembrane
domains (TMDs) that encode substrate speci-
ficity and a pair of nucleotide-binding domains
(NBDs) with conserved structural features.
Comparison of the x-ray structures of MsbA
and the vitamin B12 ABC importer, BtuCD,
suggests that differences in substrate specific-
ities are a consequence of structurally diver-
gent TMDs (16–18). These structures, along
with those derived from electron microscopy

(EM) of other MDR ABC transporters, reveal
that large conformational changes are possible
in both the TMDs and NBDs (19–23).

Despite attempts to model the structural
changes of MsbA and other MDR ABC trans-
porters, a detailed view of conformational rear-
rangements during ATP hydrolysis and substrate
translocation has remained elusive (24). What
are the conformational changes of the TMDs
during the catalytic cycle? What residues are
involved in substrate binding and release? And
what specific role does nucleotide binding and
hydrolysis play during the catalytic cycle? To
address these questions, we describe the struc-
ture of MsbA from Salmonella typhimurium
in complex with adenosine 5¶-diphosphate
and inorganic vanadate (ADPIVi), Mg2þ, and
rough-chemotype (Ra) lipopolysaccharide
(Ra LPS). The structure provides evidence
for an intermediate after ATP hydrolysis and a
molecular basis for coupling ATP hydrolysis
with amphipathic substrate transport.

Crystals of MsbA in complex with
MgIADPIVi and Ra LPS were grown using
detergent-solubilized protein incubated with Ra
LPS purified from S. typhimurium. ATP, Mg2þ,
and boiled sodium orthovanadate were added
to favor the transition state conformation be-
fore crystallization (25). Mass spectrometry
on washed crystals indicated the presence of
Ra LPS, nucleotide, and vanadate. The struc-
ture was determined by single-wavelength
anomalous dispersion (SAD), and the electron
density maps were improved by using non-
crystallographic symmetry averaging to a res-
olution of 4.2 ) (see table S1) (26). The
asymmetric unit revealed two dimers of MsbA
with clear electron density corresponding to a
nucleotide and Ra LPS. The TMDs in each
dimer exhibit a 30- torque relative to the mo-
lecular two-fold axis and an extensive inter-
digitation of the helices (Fig. 1, A and B). A
chemical model with good geometry was built
with Rcryst of 28% and Rfree of 33%.

In this structure, each dimer contains two
bound LPS molecules located at the protein-
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Structure of the ABC Transporter
MsbA inComplexwithADPIVanadate

and Lipopolysaccharide
Christopher L. Reyes and Geoffrey Chang*

Select members of the adenosine triphosphate (ATP)–binding cassette (ABC)
transporter family couple ATP binding and hydrolysis to substrate efflux and
confer multidrug resistance. We have determined the x-ray structure of MsbA
in complex with magnesium, adenosine diphosphate, and inorganic vanadate
(MgIADPIVi) and the rough-chemotype lipopolysaccharide, Ra LPS. The
structure supports a model involving a rigid-body torque of the two trans-
membrane domains during ATP hydrolysis and suggests a mechanism by
which the nucleotide-binding domain communicates with the transmembrane
domain. We propose a lipid ‘‘flip-flop’’ mechanism in which the sugar groups
are sequestered in the chamber while the hydrophobic tails are dragged
through the lipid bilayer.

Multidrug resistance is an alarming and rapidly
growing obstacle in the treatment of infectious
diseases, human immunodeficiency virus (HIV),
malaria, and cancer (1). Drug-resistant bacterial
strains that cause gonorrhea, pneumonia, chol-
era, and tuberculosis are widespread and dif-
ficult to treat (2). In humans, a similar drug
efflux mechanism is a major reason for the
failure of several chemotherapeutics in the treat-
ment of cancers. Found ubiquitously in both
bacteria and humans, ABC transporters have
been implicated in both antibiotic and cancer
drug resistance and represent key targets for the
development of agents to reverse multidrug
resistance (3, 4). Several MDR ABC efflux
pumps have been shown to extrude both lipids
and drug molecules, which suggests a common
transport mechanism for amphipathic com-
pounds across the cell membrane (5, 6).

MsbA is an essential bacterial ABC trans-
porter that transports lipid A and lipopoly-
saccharide (LPS) to the outer membrane (7–10)
and that has been shown to have overlapping
substrate specificity with the multidrug-resistant
ABC (MDR ABC) transporter LmrA and with
humanP-glycoprotein (P-gp) (11). MsbA adeno-
sine triphosphatase (ATPase) hydrolysis is stim-
ulated by LPS and lipid A and also shows
vanadate-inhibited activity (12). LPS makes
up the outer leaflet of the outer membrane in
Gram-negative bacteria and potently activates
the mammalian innate immune system in
response to bacterial infections; it can cause
septic shock (13–15). ABC transporters are
minimally composed of two transmembrane
domains (TMDs) that encode substrate speci-
ficity and a pair of nucleotide-binding domains
(NBDs) with conserved structural features.
Comparison of the x-ray structures of MsbA
and the vitamin B12 ABC importer, BtuCD,
suggests that differences in substrate specific-
ities are a consequence of structurally diver-
gent TMDs (16–18). These structures, along
with those derived from electron microscopy

(EM) of other MDR ABC transporters, reveal
that large conformational changes are possible
in both the TMDs and NBDs (19–23).

Despite attempts to model the structural
changes of MsbA and other MDR ABC trans-
porters, a detailed view of conformational rear-
rangements during ATP hydrolysis and substrate
translocation has remained elusive (24). What
are the conformational changes of the TMDs
during the catalytic cycle? What residues are
involved in substrate binding and release? And
what specific role does nucleotide binding and
hydrolysis play during the catalytic cycle? To
address these questions, we describe the struc-
ture of MsbA from Salmonella typhimurium
in complex with adenosine 5¶-diphosphate
and inorganic vanadate (ADPIVi), Mg2þ, and
rough-chemotype (Ra) lipopolysaccharide
(Ra LPS). The structure provides evidence
for an intermediate after ATP hydrolysis and a
molecular basis for coupling ATP hydrolysis
with amphipathic substrate transport.

Crystals of MsbA in complex with
MgIADPIVi and Ra LPS were grown using
detergent-solubilized protein incubated with Ra
LPS purified from S. typhimurium. ATP, Mg2þ,
and boiled sodium orthovanadate were added
to favor the transition state conformation be-
fore crystallization (25). Mass spectrometry
on washed crystals indicated the presence of
Ra LPS, nucleotide, and vanadate. The struc-
ture was determined by single-wavelength
anomalous dispersion (SAD), and the electron
density maps were improved by using non-
crystallographic symmetry averaging to a res-
olution of 4.2 ) (see table S1) (26). The
asymmetric unit revealed two dimers of MsbA
with clear electron density corresponding to a
nucleotide and Ra LPS. The TMDs in each
dimer exhibit a 30- torque relative to the mo-
lecular two-fold axis and an extensive inter-
digitation of the helices (Fig. 1, A and B). A
chemical model with good geometry was built
with Rcryst of 28% and Rfree of 33%.

In this structure, each dimer contains two
bound LPS molecules located at the protein-
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within 30 My (30) of Earth_s formation. Our
results support the view that continental crust
was at least a component of the enriched coun-
terpart that formed at È4.5 Ga, but this original
crust was largely recycled back into the mantle
by the onset of the Archean (G4 Ga).
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X-ray Structure of the EmrE
Multidrug Transporter in Complex

with a Substrate
Owen Pornillos, Yen-Ju Chen, Andy P. Chen, Geoffrey Chang*

EmrE is a prototype of the Small Multidrug Resistance family of efflux trans-
porters and actively expels positively charged hydrophobic drugs across the inner
membrane of Escherichia coli. Here, we report the x-ray crystal structure, at 3.7
angstrom resolution, of one conformational state of the EmrE transporter in
complex with a translocation substrate, tetraphenylphosphonium. Two EmrE
polypeptides form a homodimeric transporter that binds substrate at the di-
merization interface. The two subunits have opposite orientations in the mem-
brane and adopt slightly different folds, forming an asymmetric antiparallel
dimer. This unusual architecture likely confers unidirectionality to transport by
creating an asymmetric substrate translocation pathway. On the basis of
available structural data, we propose a model for the proton-dependent drug
efflux mechanism of EmrE.

A major obstacle to effective treatment of bac-
terial infections is the emergence of strains that
are resistant to available antibiotics. Of partic-
ular concern are multidrug-resistant strains that
cause common diseases such as tuberculosis,
gonorrhea, and hospital-acquired staphylococ-
cal infections (1). Multidrug resistance arises,
in part, through the action of integral mem-
brane proteins called multidrug transporters
(1, 2). Each of these transporters can actively
expel a wide variety of drugs and toxic com-
pounds from the cell. There are two broad

classes of transporters: ATP-binding cassette
(ABC) proteins directly couple drug efflux to
adenosine 5¶-triphosphate (ATP) hydrolysis,
whereas secondary transporters use the energy
derived from proton or cation electrochemical
gradients across the lipid bilayer.

EmrE is a proton-dependent secondary trans-
porter fromEscherichia coli and is a prototype of
the Small Multidrug Resistance (SMR) family
(3, 4). SMRs represent the smallest transporters
in nature; each polypeptide has only 105 to
120 amino acid residues and four transmem-
brane helices, and forms homo- or hetero-
oligomers (3). EmrE is well documented to
function as a homooligomer (5–9) and confers
resistance to positively charged hydrophobic
antibiotics, such as tetracycline, ethidium, and
tetraphenylphosphonium (TPP) (3, 4). EmrE

exchanges two or more protons per drug mol-
ecule through a Bhydrophobic[ translocation
pathway (10, 11).

The general model for multidrug efflux by
EmrE and other secondary transporters is the
alternating access mechanism (12, 13). In this
model, the EmrE transporter has at least two
conformations, inward-facing and outward-
facing, with the drug-binding site accessible to
the cytoplasm or periplasm, respectively. Inter-
conversion between the two conformations is
promoted by drug and/or proton binding. Here,
we describe the x-ray crystal structure of one
conformation of the EmrE transporter in
complex with the drug TPP. The structure
was determined to 3.7 ) resolution by anoma-
lous dispersion methods, using the arsonium
analog of TPP and selenomethionine (SeMet)–
substituted proteins (Fig. 1A) (14).

SeMet-labeled proteins used for this
study were produced in a cell-free system,
because SeMet-EmrE did not express well in
vivo. Briefly, EmrE was expressed by use of
the T7 promoter in E. coli lysates supple-
mented with nucleotide triphosphates, T7
polymerase, and appropriate amino acids
(14). Experimental maps derived from Se and
As data are very well correlated, indicating
that in vitro– and in vivo–expressed EmrE
proteins adopt a similar structure. Our work
shows that cell-free methods are a viable
alternative to traditional large-scale protein ex-
pression systems.

Consistent with biochemical studies show-
ing that EmrE is primarily a dimer in detergent
and binds drugs with a 2:1 protein/drug ratio
(9, 15), the asymmetric unit of the EmrE-TPP
crystal is composed of two molecules of EmrE
and one molecule of TPP (Fig. 1). The min-
imally functional unit of EmrE is therefore
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within 30 My (30) of Earth_s formation. Our
results support the view that continental crust
was at least a component of the enriched coun-
terpart that formed at È4.5 Ga, but this original
crust was largely recycled back into the mantle
by the onset of the Archean (G4 Ga).
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with a Substrate
Owen Pornillos, Yen-Ju Chen, Andy P. Chen, Geoffrey Chang*

EmrE is a prototype of the Small Multidrug Resistance family of efflux trans-
porters and actively expels positively charged hydrophobic drugs across the inner
membrane of Escherichia coli. Here, we report the x-ray crystal structure, at 3.7
angstrom resolution, of one conformational state of the EmrE transporter in
complex with a translocation substrate, tetraphenylphosphonium. Two EmrE
polypeptides form a homodimeric transporter that binds substrate at the di-
merization interface. The two subunits have opposite orientations in the mem-
brane and adopt slightly different folds, forming an asymmetric antiparallel
dimer. This unusual architecture likely confers unidirectionality to transport by
creating an asymmetric substrate translocation pathway. On the basis of
available structural data, we propose a model for the proton-dependent drug
efflux mechanism of EmrE.

A major obstacle to effective treatment of bac-
terial infections is the emergence of strains that
are resistant to available antibiotics. Of partic-
ular concern are multidrug-resistant strains that
cause common diseases such as tuberculosis,
gonorrhea, and hospital-acquired staphylococ-
cal infections (1). Multidrug resistance arises,
in part, through the action of integral mem-
brane proteins called multidrug transporters
(1, 2). Each of these transporters can actively
expel a wide variety of drugs and toxic com-
pounds from the cell. There are two broad

classes of transporters: ATP-binding cassette
(ABC) proteins directly couple drug efflux to
adenosine 5¶-triphosphate (ATP) hydrolysis,
whereas secondary transporters use the energy
derived from proton or cation electrochemical
gradients across the lipid bilayer.

EmrE is a proton-dependent secondary trans-
porter fromEscherichia coli and is a prototype of
the Small Multidrug Resistance (SMR) family
(3, 4). SMRs represent the smallest transporters
in nature; each polypeptide has only 105 to
120 amino acid residues and four transmem-
brane helices, and forms homo- or hetero-
oligomers (3). EmrE is well documented to
function as a homooligomer (5–9) and confers
resistance to positively charged hydrophobic
antibiotics, such as tetracycline, ethidium, and
tetraphenylphosphonium (TPP) (3, 4). EmrE

exchanges two or more protons per drug mol-
ecule through a Bhydrophobic[ translocation
pathway (10, 11).

The general model for multidrug efflux by
EmrE and other secondary transporters is the
alternating access mechanism (12, 13). In this
model, the EmrE transporter has at least two
conformations, inward-facing and outward-
facing, with the drug-binding site accessible to
the cytoplasm or periplasm, respectively. Inter-
conversion between the two conformations is
promoted by drug and/or proton binding. Here,
we describe the x-ray crystal structure of one
conformation of the EmrE transporter in
complex with the drug TPP. The structure
was determined to 3.7 ) resolution by anoma-
lous dispersion methods, using the arsonium
analog of TPP and selenomethionine (SeMet)–
substituted proteins (Fig. 1A) (14).

SeMet-labeled proteins used for this
study were produced in a cell-free system,
because SeMet-EmrE did not express well in
vivo. Briefly, EmrE was expressed by use of
the T7 promoter in E. coli lysates supple-
mented with nucleotide triphosphates, T7
polymerase, and appropriate amino acids
(14). Experimental maps derived from Se and
As data are very well correlated, indicating
that in vitro– and in vivo–expressed EmrE
proteins adopt a similar structure. Our work
shows that cell-free methods are a viable
alternative to traditional large-scale protein ex-
pression systems.

Consistent with biochemical studies show-
ing that EmrE is primarily a dimer in detergent
and binds drugs with a 2:1 protein/drug ratio
(9, 15), the asymmetric unit of the EmrE-TPP
crystal is composed of two molecules of EmrE
and one molecule of TPP (Fig. 1). The min-
imally functional unit of EmrE is therefore
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Institute, 10550 North Torrey Pines Road, CB-105, La
Jolla, CA 92037, USA.
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Aquaculture in 

Offshore Zones 

THE EDITORIAL BY ROSAMOND NAYLOR,
“Offshore aquaculture legislation” (8 Sept.,

p. 1363), suggests that the motivation for

moving aquaculture into the open ocean is

that “marine f ish farming near the shore

is limited by state regulations.” Although

unworkable regulations may exist in a few

states, in the larger scheme this is irrele-

vant. Of the offshore aquaculture projects

currently under way, none are occurring in

the U.S. Exclusive Economic Zone (EEZ);

rather, they are happening in state waters.

Even historically, only two aquaculture

projects have ever occurred in federal

waters (1). 

Much of Naylor’s stated concern over

offshore aquaculture is based on historical

experience with near-shore fish farms. This

is in spite of years of more relevant offshore

operations that reveal little, if any, negative

impact on the environment or local ecosys-

tems (2, 3). Naylor criticizes the National

Offshore Aquaculture Act of 2005 because

it lacks specific environmental standards.

Yet, she recommends California’s recent

Sustainable Oceans Act as a legislative

model, although it is similarly silent, leaving

those details to rule-making in response to

the best available science. 

Naylor criticizes the use of fishmeal as

an aquaculture ingredient, ignoring the fact

that industrial fisheries are well managed

and would occur with or without aquacul-

ture’s demand. Naylor ignores the higher

efficiency of using fishmeal to feed fish

compared with its use in land-based live-

stock operations (4). Also ignored is the

inefficiency of using small pelagic fish in

the natural setting to feed predator fish (5). 

Researchers and entrepreneurs currently

developing the technologies needed for offshore

aquaculture share a vision of a well-managed

industry governed by regulations with a rational

basis in the ecology of the oceans and the eco-

nomic realities of the marketplace.

CLIFFORD A. GOUDEY

Massachusetts Institute of Technology, Cambridge, MA
02139, USA. 
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IN HER PROVOCATIVE EDITORIAL “OFFSHORE
aquaculture legislation” (8 Sept., p. 1363),

R. Naylor raises valid points regarding regu-

lation of oceanic aquaculture, since it is

sure to grow in the future because of dwin-

dling global fishery supplies. This growth is
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Retraction 

WE WISH TO RETRACT OUR RESEARCH ARTICLE “STRUCTURE OF
MsbA from E. coli: A homolog of the multidrug resistance ATP bind-

ing cassette (ABC) transporters” and both of our Reports “Structure of

the ABC transporter MsbA in complex with ADP•vanadate and

lipopolysaccharide” and “X-ray structure of the EmrE multidrug trans-

porter in complex with a substrate” (1–3).

The recently reported structure of Sav1866 (4) indicated that our

MsbA structures (1, 2, 5) were incorrect in both the hand of the struc-

ture and the topology. Thus, our biological interpretations based on

these inverted models for MsbA are invalid.

An in-house data reduction program introduced a change in sign for

anomalous differences. This program, which was not part of a conven-

tional data processing package, converted the anomalous pairs (I+ and

I-) to (F- and F+), thereby introducing a sign change. As the diffrac-

tion data collected for each set of MsbA crystals and for the EmrE

crystals were processed with the same program, the structures reported

in (1–3, 5, 6) had the wrong hand.

The error in the topology of the original MsbA structure was a con-

sequence of the low resolution of the data as well as breaks in the elec-

tron density for the connecting loop regions. Unfortunately, the use of

the multicopy refinement procedure still allowed us to obtain reason-

able refinement values for the wrong structures.

The Protein Data Bank (PDB) files 1JSQ, 1PF4, and 1Z2R for

MsbA and 1S7B and 2F2M for EmrE have been moved to the archive

of obsolete PDB entries. The MsbA and EmrE structures will be

recalculated from the original data using the proper sign for the anom-

alous differences, and the new Ca coordinates and structure factors

will be deposited.

We very sincerely regret the confusion that these papers have

caused and, in particular, subsequent research efforts that were unpro-

ductive as a result of our original findings.

GEOFFREY CHANG, CHRISTOPHER B. ROTH, 

CHRISTOPHER L. REYES, OWEN PORNILLOS, 

YEN-JU CHEN, ANDY P. CHEN 

Department of Molecular Biology, The Scripps Research Institute, La Jolla, CA 92037, USA. 
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Threats to reproducibilty: software errors



poldracklab.org

Small errors can have big effects

http://www.russpoldrack.org/2013/02/anatomy-of-coding-error.html

# 23-class classification problem

skf=StratifiedKFold(labels,8)

if trainsvm:
    pred=N.zeros(len(labels))
    for train,test in skf:
        clf=LinearSVC()
        clf.fit(data[train],labels[train])
        pred[test]=clf.predict(data[test])

Results:
93% accuracy

data[:,train]

Results:
53% accuracy

data[:,test]
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Bug-hacking

• Bugs that confirm our predictions are less likely to be 
uncovered than bugs that disconfirm them



poldracklab.org

Improvement: The principle of assumed error

• Whenever you find a seemingly good result (e.g. one 
that fits your predictions), assume that it occurred due 
to an error in your code 

• Protects from “bug hacking”



poldracklab.org

Improvement: Software testing and validation

• Smoke tests and unit tests may be useful but are not 
sufficient 

• For complex analyses: 

• Parameter recovery: Generate data for which the true 
answer is known, and assess ability of code to recover 
the correct answer 

• Randomization: Generate data for which the null 
hypothesis of no relationship should be true on 
average, and ensure that the observed false positive 
rate is accurate (cf. Eklund et al., 2016, PNAS)

http://www.russpoldrack.org/2016/08/the-principle-of-assumed-error.html
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Improvement: Use established libraries when possible

• Avoid the NIH (“not invented here”) effect 

• rejecting existing solutions in favor of home-grown 
ones  

• “I need to write a new DICOM to Nifti converter” 

• Contribute fixes/extensions to existing open source 
projects rather than writing your own  

• Prefer libraries that use good software engineering 
practices  

•
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Improvement: Data Sharing

NATURE NEUROSCIENCE VOLUME 17 | NUMBER 11 | NOVEMBER 2014 1511

Enhancing reproducibility. There is increasing concern about the 
reliability and reproducibility of scientific research12,13. One major 
source of concern within neuroscience is the low statistical power of 
many published studies14, given that this increases the proportion of 
published findings that are false15 and can create unwanted biases16. 
These worries have increased pressure to amass larger samples, but in 
many cases this is not feasible owing to recruitment constraints (for 
example, when the number of subjects with a particular disorder in 
any geographical area is limited) or financial limitations. Data shar-
ing allows the generation of sample sizes that would not be feasible 
within a single laboratory, which enables the testing of hypotheses 
with much greater power and thus enhances the reproducibility of 
the results. This has been clearly seen in genetic association studies, 
for which very large sample sizes are necessary and publications by 
multi-site consortia are now the norm17.

Reproducibility has classically been considered in terms of the abil-
ity to replicate the same result across independent data sets. However, 
analysis of fMRI data involves complex, multistep analysis streams, 
and thus another important aspect of reproducibility concerns the 
ability to reproduce results on the same data using different analysis 
pipelines. Carp18 used a shared data set to examine the effects of a 
large number of variations in data analysis parameters (testing over 
16,000 different pipelines) and found that in some cases the analysis 
choices had a substantial impact on the results. The widespread shar-
ing of data would allow researchers to more thoroughly assess the 
reliability of published results across processing streams; for example, 
Ioannidis and colleagues19 have presented a measure called the vibra-
tion ratio that is defined as the ratio of the highest and lowest effect 
sizes across all possible data-processing decisions. Although many 
researchers will not have the computational resources to perform such 
analyses across a large set of analysis pipelines, the open availability of 
data would allow researchers with those resources to better assess the 
degree to which results are reproducible across analysis choices.

Improving research practices. In concert with the concerns  
about reproducibility have come worries about the degree to which 
some relatively standard practices may result in greatly inflated  
false-positive rates. Such concerns were raised several years ago in 
the neuroimaging community regarding circularity (also known as 
‘double dipping’) in region-of-interest analyses20–22. More recently, 
the exercise of analytic flexibility (present in many fields including 
psychology and neuroimaging) has been shown to increase false- 
positive rates to the degree that even physically impossible results can 

be found to be statistically significant23. The knowledge that data will 
ultimately be shared provides an incentive for researchers to ensure 
that they engage in research practices that will stand up to further 
examination, and this positive effect is supported by recent evidence. 
Wicherts et al.24 requested data for a large number of psychologi-
cal studies and then compared papers for which data either were or 
were not voluntarily shared upon request. They found that papers 
for which data was shared had greater effect sizes and lower inci-
dence of apparent statistical errors than those for which data was not  
willingly shared.

Test bed for new analysis methods. New analytic techniques are  
continually being developed for neuroimaging data, and shared data 
provide a common test bed for those techniques as well as benchmarks 
against which new methods can be evaluated. The 1,000 Functional 
Connectomes project25 serves as an excellent example; data from 
this project have been used in a number of papers to demonstrate 
the application of new methods26–29. Similarly, the data from the 
OpenfMRI project have been used to examine the effects of different 
processing pipelines on analysis outcomes18 and test new methods 
to characterize the brain systems that span across multiple cognitive 
tasks10. Although the HCP is still collecting data, the early releases 
have already resulted in papers modeling functional segregation in 
the human cortex30, dynamic analyses of functional connectivity31 
and demonstrations of substantial vascular contributions to Granger 
causality measures32.

Reducing the cost of doing science. Making data available can greatly 
reduce the cost of scientific research when those data are relevant to 
new questions. Table 1  provides a description of a number of cur-
rently available shared neuroimaging data sets (including but not lim-
ited to data sets involving task-based fMRI). Together, these resources 
include data from more than 8,000 participants. Under the assump-
tion that each data set required an average of 1 h of MRI scanner time 
to acquire (at a cost of $500 per hour of data, which is a common 
rate in the United States), these data represent an estimated value of 
more than $4 million for acquisition alone, not to mention the cost 
of recruitment and data processing. Not all questions of interest can 
be answered using existing data sets, but to the degree that they can, 
the use of these shared data instead of collecting redundant new data 
could be a significant source of savings for researchers, allowing more 
money to be spent on personnel involved in data analysis.

Protecting valuable scientific resources. One often-overlooked 
benefit of data sharing is that it provides a redundant backup for 
important data sets. In discussing retrospective data sharing  
with neuroimaging researchers, it has become clear that a number of 
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Figure 1 Data scales in neuroimaging. If we consider data as simply 
machine-readable pieces of information, many neuroimaging studies already 
share data through the publication of stereotactic coordinates representing 
peaks of activation. These data can be further annotated using tools provided 
by BrainMap and BrainSpell. BrainMap and NeuroSynth also provide tools for 
performing data mining and meta-analyses on the collected coordinates. The 
next step from the coordinates is sharing unthresholded statistical maps—a 
process facilitated by the NeuroVault database. Although much more time 
consuming, the sharing of raw data provides more potential for reuse than 
the aforementioned data types. This form of sharing has been executed on 
a massive scale by consortia such as INDI as well as projects such as the 
Nathan Kline Institute (NKI)-Rockland sample and HCP. There also exist 
databases (such as OpenfMRI) that allow deposition of raw data from any 
researcher in the field. HCP and ADNI also provide preprocessed data (HCP 
includes full connectome matrices), which are very large but provide great 
utility to researchers by obviating the need to perform these processing steps. 
There is a clear relationship between the cost to prepare and maintain data 
and the potential effect of those shared data. The resources mentioned in the 
figure are examples and do not constitute an exhaustive list.

R E V I E W

Poldrack & Gorgolewski, 2014
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OpenfMRI: Sharing complete raw datasets

Currently about 8.5 TB of data on S3
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Brain Imaging Data Structure (BIDS)

http://bids.neuroimaging.io

http://bids.neuroimaging.io
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Neurovault: Sharing statistical maps

Gorgolewski et al., 2015
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Open sharing is associated with better science

Willingness to Share Research Data Is Related to the
Strength of the Evidence and the Quality of Reporting of
Statistical Results
Jelte M. Wicherts*, Marjan Bakker, Dylan Molenaar

Psychology Department, Faculty of Social and Behavioral Sciences, University of Amsterdam, Amsterdam, The Netherlands

Abstract

Background: The widespread reluctance to share published research data is often hypothesized to be due to the authors’
fear that reanalysis may expose errors in their work or may produce conclusions that contradict their own. However, these
hypotheses have not previously been studied systematically.

Methods and Findings: We related the reluctance to share research data for reanalysis to 1148 statistically significant results
reported in 49 papers published in two major psychology journals. We found the reluctance to share data to be associated
with weaker evidence (against the null hypothesis of no effect) and a higher prevalence of apparent errors in the reporting
of statistical results. The unwillingness to share data was particularly clear when reporting errors had a bearing on statistical
significance.

Conclusions: Our findings on the basis of psychological papers suggest that statistical results are particularly hard to verify
when reanalysis is more likely to lead to contrasting conclusions. This highlights the importance of establishing mandatory
data archiving policies.
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Introduction

Statistical analyses of research data are quite error prone
[1,2,3], accounts of statistical results may be inaccurate [4], and
decisions that researchers make during the analytical phase of a
study may lean towards the goal of achieving a preferred
(significant) result [5,6,7,8]. For these and other (ethical) reasons
[9], many scientific journals like PLoS ONE [10] and professional
organizations such as the American Psychological Association (APA)
[11] have clear policies concerning the sharing of data after
research results are published. For instance, upon acceptance for
publication of a paper in one of the over 50 peer-reviewed journals
published by the APA, authors sign a contract that they will make
available data to peers who wish to reanalyze their data to verify
the substantive claims put forth in the paper. Nonetheless, the
replication of statistical analyses in published psychological
research is hampered by psychologists’ pervasive reluctance to
share their raw data [1,12]. In a large-scale study Wicherts et al.
[12] found that 73% of psychologists publishing in four top APA
journals defied APA guidelines by not sharing their data for
reanalysis. The unwillingness to share data of published research
has been documented in a number of fields [13,14,15,16,
17,18,19,20] and is often ascribed in part to the fear among
authors that independent reanalysis will expose statistical or
analytical errors in their work [21] and will produce conclusions

that differ from theirs [22]. However, no published research to
date has addressed whether this rather bleak scenario has a
bearing on reality.

Here we study whether researchers’ willingness to share data for
reanalysis is associated with the strength of the evidence (defined as
the statistical evidence against the null hypothesis of no effect) and
the quality of the reporting of statistical results (defined in terms of
the prevalence of inconsistencies in reported statistical results). To
this end, we followed-up on Wicherts et al.’s requests for data [12]
by comparing statistical results in papers from which data were
either shared or not, and to check for errors in the reporting of p-
values in both types of papers.

Methods

In the summer of 2005, Wicherts and colleagues [12] contacted
the corresponding authors of 141 papers that were published in
the second half of 2004 in one of four high-ranked journals
published by the APA: Journal of Personality and Social Psychology
(JPSP), Developmental Psychology (DP), Journal of Consulting and Clinical
Psychology (JCCP), and Journal of Experimental Psychology: Learning,
Memory, and Cognition (JEP:LMC). The data were requested to
determine the effects of outliers on statistical outcomes (see Text
S1 for details). Although all corresponding authors had signed a
statement that they would share their data for such verification

PLoS ONE | www.plosone.org 1 November 2011 | Volume 6 | Issue 11 | e26828
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Data sharing

E d i t o r i a l s

T h e  n e w  e ngl a nd  j o u r na l  o f  m e dic i n e

n engl j med 374;3 nejm.org January 21, 2016276

Data Sharing

Dan L. Longo, M.D., and Jeffrey M. Drazen, M.D.

The aerial view of the concept of data sharing is 
beautiful. What could be better than having 
high-quality information carefully reexamined 
for the possibility that new nuggets of useful 
data are lying there, previously unseen? The po-
tential for leveraging existing results for even 
more benefit pays appropriate increased tribute 
to the patients who put themselves at risk to 
generate the data. The moral imperative to honor 
their collective sacrifice is the trump card that 
takes this trick.

However, many of us who have actually con-
ducted clinical research, managed clinical stud-
ies and data collection and analysis, and curated 
data sets have concerns about the details. The 
first concern is that someone not involved in 
the generation and collection of the data may 
not understand the choices made in defining the 
parameters. Special problems arise if data are to 
be combined from independent studies and con-
sidered comparable. How heterogeneous were 
the study populations? Were the eligibility crite-
ria the same? Can it be assumed that the differ-
ences in study populations, data collection and 
analysis, and treatments, both protocol-specified 
and unspecified, can be ignored?

A second concern held by some is that a new 
class of research person will emerge — people 
who had nothing to do with the design and 
execution of the study but use another group’s 
data for their own ends, possibly stealing from 
the research productivity planned by the data 
gatherers, or even use the data to try to disprove 
what the original investigators had posited. 
There is concern among some front-line re-
searchers that the system will be taken over by 
what some researchers have characterized as 
“research parasites.”

This issue of the Journal offers a product of 
data sharing that is exactly the opposite. The 
new investigators arrived on the scene with their 
own ideas and worked symbiotically, rather than 
parasitically, with the investigators holding the 
data, moving the field forward in a way that 
neither group could have done on its own. In 
this case, Dalerba and colleagues1 had a hypoth-
esis that colon cancers arising from more prim-
itive colon epithelial precursors might be more 
aggressive tumors at greater risk of relapse and 
might be more likely to benefit from adjuvant 
treatment. They found a gene whose expression 
appeared to correlate with the expression of 
genes that characterize more mature colon can-
cers on gene-expression arrays and whose prod-
uct was reliably measurable in resected colon 
cancer specimens by immunohistochemistry. To 
assess the clinical value of this potential bio-
marker, they needed a sufficiently large group of 
patients whose archived tissues could be used to 
assess biomarker expression and who had been 
treated in relatively homogeneous way.

They proposed a collaboration with the Na-
tional Surgical Adjuvant Breast and Bowel Project 
(NSABP) cooperative group, a research consor-
tium funded by the National Cancer Institute 
that has conducted seminal research in the treat-
ment of breast and bowel cancer for the past 
50 years. The NSABP provided access to tissue 
and to clinical trial results on an individual pa-
tient basis. This symbiotic collaboration found 
that a small proportion (4%) of colon cancers 
did not express the biomarker and that the sur-
vival of patients with those tumors was poorer 
than that of patients whose tumors expressed 
the biomarker. Furthermore, when the effect of 
adjuvant chemotherapy was assessed, nearly all 
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Data Sharing and the Journal

Jeffrey M. Drazen, M.D.

We want to clarify, given recent concern about 
our policy, that the Journal is committed to data 
sharing in the setting of clinical trials. As stated 
in the Institute of Medicine report from the com-
mittee1 on which I served and the recent edito-
rial by the International Committee of Medical 
Journal Editors (ICMJE),2 we believe there is a 
moral obligation to the people who volunteer to 
participate in these trials to ensure that their 
data are widely and responsibly used. Journal 
policy will therefore follow that outlined in the 
ICMJE editorial and the IOM report: when ap-
propriate systems are in place, we will require a 
commitment from authors to make available the 
data that underlie the reported results of their 
work within 6 months after we publish them.

In the process of formulating our policy, we 
spoke to clinical trialists around the world. 
Many were concerned that data sharing would 
require them to commit scarce resources with 
little direct benefit. Some of them spoke pejora-
tively in describing data scientists who analyze 
the data of others.3 To make data sharing suc-
cessful, it is important to acknowledge and air 
those concerns.3 In our view, however, research-

ers who analyze data collected by others can 
substantially improve human health.

We need your help to move medicine forward 
and improve patient care. Our enemy is disease. 
By working in collaboration, as we have suggest-
ed,3 biologists, data scientists, and clinical trial-
ists can advance the art, and everyone will gain. 
Clinical trial data are some of the highest quality 
data in medicine. They should be used responsibly 
and extensively to help alleviate suffering. We 
believe that we will all benefit most if this is 
done collaboratively, but the Journal’s data shar-
ing policy will apply in all settings.

Disclosure forms provided by the author are available with the 
full text of this article at NEJM.org.

This article was published on January 25, 2016, at NEJM.org.

1. Committee on Strategies for Responsible Sharing of Clinical 
Trial Data. Sharing clinical trial data: maximizing benefits min-
imizing risk. Washington, DC:  National Academies Press, 2015.
2. Taichman DB, Backus J, Baethge C, et al. Sharing clinical trial 
data — a proposal from the International Committee of Medical 
Journal Editors. N Engl J Med 2016 January 20 (Epub ahead of 
print) (http://www .nejm .org/ doi/ full/ 10 .1056/ NEJMe1515172).
3. Longo DL, Drazen JM. Data sharing. N Engl J Med 2016; 374: 
276-7.

DOI: 10.1056/NEJMe1601087
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Why people don’t share data

• Concern about being scooped 

• “The thing that matters the least is being scooped.  The 
thing that matters the most is being ignored.” - Gary King 

• Concern about errors being discovered 

• Don’t you want to know? 

• Concern about the time and effort involved 

• Sharing of statistical maps is easy and fast 

• Sharing of full dataset is easier when you format using BIDS 
from the beginning
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Improvement: Sharing of analysis platforms

• “an article about a computational result is 
advertising, not scholarship. The actual scholarship is 
the full software environment, code and data, that 
produced the result.”  - Buckheit & Donoho, 1995 

• The tale of myconnectome



poldracklab.org

Virtual machines as tools for reproducible science
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Reproducible computing: VMs and containers

Virtual machines Docker containers
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OpenNeuro Suite

• A set of workflows developed for the 
OpenNeuro project 

• Glass-box philosophy 

• Expose as many details as possible 
through detailed reports 

• Reproducibility 

• Versioned containers for Docker/
Singularity 

• Robustness 

• Testing with continuous integration 

• Community-driven 

• Heavily based on user feedback
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mriqc: a robust quality control workflow

Robust Image Quality Metrics (IQMs)
Quality Assessment of T1w and fMRI

Automated classification of T1w  
 (Esteban et. al 2017)

Visual reports
Ease and speed up individual eyeballing

Group reports: distribution of each IQM

Easy to use
I/O Standardization:

BIDS for inputs

BIDS-Apps for command line

Containerized:

Docker (poldracklab/mriqc)

Singularity (HPC friendly containers)

mriqc.org Esteban et al., in press, PLOS One

http://mriqc.org
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fmriprep: a robust and transparent preprocessing pipeline

Robust	
takes	any	dataset,	
combines	well	tested	tools	
across	packages	to	provide	
the	best	results

Easy	to	use	
Uses	containers,	works	on	Win,	Mac,	Linux	and	HPCs.	Takes	
standardized	datasets	(BIDS)	and	outputs	standardized	
derivatives.	

Transparent	
Produces	interactive	reports	
that	allow	you	to	check	
quality	in	minutes.

http://fmriprep.org

http://fmriprep
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Ten Simple Rules for Reproducible Computational
Research
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Replication is the cornerstone of a
cumulative science [1]. However, new
tools and technologies, massive amounts
of data, interdisciplinary approaches, and
the complexity of the questions being
asked are complicating replication efforts,
as are increased pressures on scientists to
advance their research [2]. As full replica-
tion of studies on independently collected
data is often not feasible, there has recently
been a call for reproducible research as an
attainable minimum standard for assessing
the value of scientific claims [3]. This
requires that papers in experimental
science describe the results and provide a
sufficiently clear protocol to allow success-
ful repetition and extension of analyses
based on original data [4].

The importance of replication and
reproducibility has recently been exempli-
fied through studies showing that scientific
papers commonly leave out experimental
details essential for reproduction [5],
studies showing difficulties with replicating
published experimental results [6], an
increase in retracted papers [7], and
through a high number of failing clinical
trials [8,9]. This has led to discussions on
how individual researchers, institutions,
funding bodies, and journals can establish
routines that increase transparency and
reproducibility. In order to foster such
aspects, it has been suggested that the
scientific community needs to develop a
‘‘culture of reproducibility’’ for computa-
tional science, and to require it for
published claims [3].

We want to emphasize that reproduc-
ibility is not only a moral responsibility
with respect to the scientific field, but that
a lack of reproducibility can also be a
burden for you as an individual research-
er. As an example, a good practice of
reproducibility is necessary in order to
allow previously developed methodology
to be effectively applied on new data, or to
allow reuse of code and results for new
projects. In other words, good habits of
reproducibility may actually turn out to be
a time-saver in the longer run.

We further note that reproducibility is
just as much about the habits that ensure
reproducible research as the technologies
that can make these processes efficient and
realistic. Each of the following ten rules
captures a specific aspect of reproducibil-
ity, and discusses what is needed in terms
of information handling and tracking of
procedures. If you are taking a bare-bones
approach to bioinformatics analysis, i.e.,
running various custom scripts from the
command line, you will probably need to
handle each rule explicitly. If you are
instead performing your analyses through
an integrated framework (such as Gene-
Pattern [10], Galaxy [11], LONI pipeline
[12], or Taverna [13]), the system may
already provide full or partial support for
most of the rules. What is needed on your
part is then merely the knowledge of how
to exploit these existing possibilities.

In a pragmatic setting, with publication
pressure and deadlines, one may face the
need to make a trade-off between the
ideals of reproducibility and the need to
get the research out while it is still relevant.
This trade-off becomes more important
when considering that a large part of the
analyses being tried out never end up
yielding any results. However, frequently
one will, with the wisdom of hindsight,
contemplate the missed opportunity to
ensure reproducibility, as it may already
be too late to take the necessary notes from
memory (or at least much more difficult

than to do it while underway). We believe
that the rewards of reproducibility will
compensate for the risk of having spent
valuable time developing an annotated
catalog of analyses that turned out as blind
alleys.

As a minimal requirement, you should
at least be able to reproduce the results
yourself. This would satisfy the most basic
requirements of sound research, allowing
any substantial future questioning of the
research to be met with a precise expla-
nation. Although it may sound like a very
weak requirement, even this level of
reproducibility will often require a certain
level of care in order to be met. There will
for a given analysis be an exponential
number of possible combinations of soft-
ware versions, parameter values, pre-
processing steps, and so on, meaning that
a failure to take notes may make exact
reproduction essentially impossible.

With this basic level of reproducibility in
place, there is much more that can be
wished for. An obvious extension is to go
from a level where you can reproduce
results in case of a critical situation to a
level where you can practically and
routinely reuse your previous work and
increase your productivity. A second
extension is to ensure that peers have a
practical possibility of reproducing your
results, which can lead to increased trust
in, interest for, and citations of your work
[6,14].
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• Rule 1: For Every Result/Figure, Keep Track of 
Exactly How It Was Produced



• Corollary: Avoid Manual Data Manipulation Steps
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In this paper, we exploit a new multi-country 
historical dataset on public (government) debt to 
search for a systemic relationship between high 
public debt levels, growth and inflation.1 Our 
main result is that whereas the link between 
growth and debt seems relatively weak at “nor-
mal” debt levels, median growth rates for coun-
tries with public debt over roughly 90 percent 
of GDP are about one percent lower than other-
wise; average (mean) growth rates are several 
percent lower. Surprisingly, the relationship 
between public debt and growth is remarkably 
similar across emerging markets and advanced 
economies. This is not the case for inflation. We 
find no systematic relationship between high 
debt levels and inflation for advanced econo-
mies as a group (albeit with individual country 
exceptions including the United States). By con-
trast, in emerging market countries, high public 
debt levels coincide with higher inflation.

Our topic would seem to be a timely one. 
Public debt has been soaring in the wake of the 
recent global financial maelstrom, especially in 
the epicenter countries. This should not be sur-
prising, given the experience of earlier severe 
financial crises.2 Outsized deficits and epic bank 
bailouts may be useful in fighting a downturn, 
but what is the long-run macroeconomic impact, 

1 In this paper “public debt” refers to gross central 
government debt.   “Domestic public debt” is government 
debt issued under domestic legal jurisdiction. Public debt 
does not include debts carrying a government guarantee. 
Total gross external debt includes the external debts of all 
branches of government as well as private debt that is issued 
by domestic private entities under a foreign jurisdiction.

2 Reinhart and Rogoff (2009a, b) demonstrate that the 
aftermath of a deep financial crisis typically involves a 
protracted period of macroeconomic adjustment, particu-
larly in employment and housing prices. On average, public 
debt rose by more than 80 percent within three years after 
a crisis.

Growth  in  a Time of Debt

By Carmen M. Reinhart and Kenneth S. Rogoff*

especially against the backdrop of graying pop-
ulations and rising social insurance costs? Are 
sharply elevated public debts ultimately a man-
ageable policy challenge?

Our approach here is decidedly empirical, 
taking advantage of a broad new historical 
dataset on public debt (in particular, central 
government debt) first presented in Carmen M. 
Reinhart and Kenneth S. Rogoff (2008, 2009b). 
Prior to this dataset, it was exceedingly difficult 
to get more than two or three decades of pub-
lic debt data even for many rich countries, and 
virtually impossible for most emerging markets. 
Our results incorporate data on 44 countries 
spanning about 200 years. Taken together, the 
data incorporate over 3,700 annual observations 
covering a wide range of political systems, insti-
tutions, exchange rate and monetary arrange-
ments, and historic circumstances.

We also employ more recent data on external 
debt, including debt owed both by governments 
and by private entities. For emerging markets, 
we find that there exists a significantly more 
severe threshold for total gross external debt (public and private)—which is almost exclu-
sively denominated in a foreign currency—than 
for total public debt (the domestically issued 
component of which is largely denominated 
in home currency). When gross external debt 
reaches 60 percent of GDP, annual growth 
declines by about two percent; for levels of 
external debt in excess of 90 percent of GDP, 
growth rates are roughly cut in half. We are not 
in a position to calculate separate total exter-
nal debt thresholds (as opposed to public debt 
thresholds) for advanced countries. The avail-
able time-series is too recent, beginning only in 
2000. We do note, however, that external debt 
levels in advanced countries now average nearly 
200 percent of GDP, with external debt levels 
being particularly high across Europe.

The focus of this paper is on the longer term 
macroeconomic implications of much higher 
public and external debt. The final section, how-
ever, summarizes the historical experience of 
the United States in dealing with private sector 

* Reinhart: Department of Economics, 4115 Tydings 
Hall, University of Maryland, College Park, MD 20742 (e-mail: creinhar@umd.edu); Rogoff: Economics Depart-
ment, 216 Littauer Center, Harvard University, Cambridge 
MA 02138–3001 (e-mail: krogoff@harvard.edu). The 
authors would like to thank Olivier Jeanne and Vincent R. 
Reinhart for helpful comments.
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covering a wide range of political systems, insti-
tutions, exchange rate and monetary arrange-
ments, and historic circumstances.

We also employ more recent data on external 
debt, including debt owed both by governments 
and by private entities. For emerging markets, 
we find that there exists a significantly more 
severe threshold for total gross external debt (public and private)—which is almost exclu-
sively denominated in a foreign currency—than 
for total public debt (the domestically issued 
component of which is largely denominated 
in home currency). When gross external debt 
reaches 60 percent of GDP, annual growth 
declines by about two percent; for levels of 
external debt in excess of 90 percent of GDP, 
growth rates are roughly cut in half. We are not 
in a position to calculate separate total exter-
nal debt thresholds (as opposed to public debt 
thresholds) for advanced countries. The avail-
able time-series is too recent, beginning only in 
2000. We do note, however, that external debt 
levels in advanced countries now average nearly 
200 percent of GDP, with external debt levels 
being particularly high across Europe.

The focus of this paper is on the longer term 
macroeconomic implications of much higher 
public and external debt. The final section, how-
ever, summarizes the historical experience of 
the United States in dealing with private sector 

* Reinhart: Department of Economics, 4115 Tydings 
Hall, University of Maryland, College Park, MD 20742 (e-mail: creinhar@umd.edu); Rogoff: Economics Depart-
ment, 216 Littauer Center, Harvard University, Cambridge 
MA 02138–3001 (e-mail: krogoff@harvard.edu). The 
authors would like to thank Olivier Jeanne and Vincent R. 
Reinhart for helpful comments.

Reinhard & Rogoff have clearly exerted a major influence in recent 
years on public policy debates over the management of government 
debt and fiscal policy more broadly. Their findings have provided 
significant support for the austerity agenda that has been ascendant 
in Europe and the United States since 2010. - Herndon et al., 2013
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Is the evidence for austerity based on an Excel spreadsheet
error?
By By Brad PlumerBrad Plumer   April 16, 2013April 16, 2013

One of the more influential studies that's often used to argue for austerity hasOne of the more influential studies that's often used to argue for austerity has

come in for an extensive new critique. (come in for an extensive new critique. (Update: Update: The authors respond downThe authors respond down

below.)below.)

The paper in question is Carmen Reinhart and Kenneth Rogoff's famous 2010The paper in question is Carmen Reinhart and Kenneth Rogoff's famous 2010

studystudy "Growth in a Time of Debt," which found that economic growth severely "Growth in a Time of Debt," which found that economic growth severely

suffers when a country's public debt level reaches 90 percent of GDP. That 90suffers when a country's public debt level reaches 90 percent of GDP. That 90

percent figure percent figure has often been citedhas often been cited in the past few years as one big reason why in the past few years as one big reason why

countries must trim their deficits — even if their economies are still weak.countries must trim their deficits — even if their economies are still weak.

But a But a new critiquenew critique (pdf) by Thomas Herndon, Michael Ash and Robert Pollin (pdf) by Thomas Herndon, Michael Ash and Robert Pollin

claims that this result may need revision. For one, the economists argue thatclaims that this result may need revision. For one, the economists argue that

Reinhart and Rogoff excluded three episodes of high-debt, high-growth nationsReinhart and Rogoff excluded three episodes of high-debt, high-growth nations

— Canada, New Zealand, and Australia in the late 1940s. Second, they argue,— Canada, New Zealand, and Australia in the late 1940s. Second, they argue,

Reinhart and Rogoff made some contestable assumptions about weightingReinhart and Rogoff made some contestable assumptions about weighting

different historical episodes.different historical episodes.

Now, those are two methodological objections. But there's also a third problem,Now, those are two methodological objections. But there's also a third problem,

as Mike Konczal as Mike Konczal details heredetails here. Reinhart and Rogoff appear to have made an. Reinhart and Rogoff appear to have made an

“Reinhart and Rogoff appear to have made an error with one of 
their Excel spreadsheet formulas. By typing AVERAGE(L30:L44) 
at one point instead of AVERAGE(L30:L49), they left out 
Belgium, a key counterexample [to their claim]”

Last week, three economists at the University of Massachusetts, 
Amherst, released a paper criticizing our findings. They correctly 
identified a spreadsheet coding error that led us to miscalculate 
the growth rates of highly indebted countries since World War II.
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Debt, Growth and the Austerity Debate
By CARMEN M. REINHART and KENNETH S. ROGOFF APRIL 25, 2013

CAMBRIDGE, Mass.

IN May 2010, we published an academic paper, “Growth in a Time of Debt.”
Its main finding, drawing on data from 44 countries over 200 years, was that in
both rich and developing countries, high levels of government debt — specifically,
gross public debt equaling 90 percent or more of the nation’s annual economic
output — was associated with notably lower rates of growth.

Given debates occurring across the industrialized world, from Washington to
London to Brussels to Tokyo, about the best way to recover from the Great
Recession, that paper, along with other research we have published, has frequently
been cited — and, often, exaggerated or misrepresented — by politicians,
commentators and activists across the political spectrum.

Last week, three economists at the University of Massachusetts, Amherst,
released a paper criticizing our findings. They correctly identified a spreadsheet
coding error that led us to miscalculate the growth rates of highly indebted
countries since World War II. But they also accused us of “serious errors”
stemming from “selective exclusion” of relevant data and “unconventional
weighting” of statistics — charges that we vehemently dispute. (In an online-only

http://www.peri.umass.edu/236/hash/31e2ff374b6377b2ddec04deaa6388b1/publication/566/
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CORRECTION

Correction: The Role of Conspiracist Ideation
and Worldviews in Predicting Rejection of
Science
Stephan Lewandowsky, Gilles E. Gignac, Klaus Oberauer

This Correction is being published to provide a clarification regarding ethical approval for the
inclusion of minors in this study, and to address concerns regarding the inclusion of age outli-
ers in the dataset and some analyses that were discovered by a reader. The authors thank the
reader for drawing this problem to our attention. In addition, the authors discovered a slight
error in the specification of the single-indicator latent variable model for Conservatism, which
necessitated an update of the fit statistics for two of the models and a slight change in the
reported regression weights and correlations. A revised version of Fig 2 is included below. Note
that none of the conclusions in the article are affected by these changes. The authors apologize
for these errors.

Ethics Statement addendum regarding inclusion of minors:
Several minors (age 14–17) were included in the data set for this study because this population
contributes to public opinions on politics and scientific issues (e.g. in the classroom). This
project was conducted under the guidelines of the Australian National Health and Medical
Research Council (NH&MRC). According to NH&MRC there is no explicit minimum age at
which people can give informed consent (as per https://www.nhmrc.gov.au/book/chapter-2-
2-general-requirements-consent). What is required instead is to ascertain the young person’s
competence to give informed consent. In our study, competence to give consent is evident
from the fact that for a young person to be included in our study, they had to be a vetted mem-
ber of a nationally representative survey panel run by uSamp.com (partner of Qualtrics.com,
who collected the data). According to information received from the panel provider, they are
legally empowered to empanel people as young as 13. However, young people under 15 are
recruited to the panel with parental involvement. Parental consent was otherwise not required.
Moreover, for survey respondents to have been included in the primary data set, they were
required to answer an attention filter question correctly, further attesting to their competence
to give informed consent. The UWAHuman Rights Ethics Committee reviewed this issue and
affirmed that “The project was undertaken in a manner that is consistent with the Australian
National Statement of Ethical Conduct in Human Research (2007).”

Correlation of age with indicator variables, and re-assessment of
the structural equation model:
The dataset included two notable age outliers (reported ages 5 and 32757). As all participants
must be at least 13 years old to be included in the Qualtrics panel, it was assumed that these val-
ues reflected errors of entry into the free-form age entry field on the survey. Inspection of these
two records indicated nothing unusual that would suggest or mandate their exclusion. The two
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The dataset included two notable age outliers (reported ages 5 and 32757).

Specifically, the statement on page 9 “age turned out not to correlate with any of 
the indicator variables” is incorrect. It should read instead “age correlated 
significantly with 3 latent indicator variables (Vaccinations: .219, p < .0001; 
Conservatism: .169, p < .001; Conspiracist ideation: -.140, maximum likelihood p 
< .0001, bootstrapped p = .004), and straddled significance for a fourth (Free 
Market: .08, p%.05).”



In [1]: age=32757

In [2]: assert age>12 and age<120
------------------------------------------------
AssertionError                            
Traceback (most recent call last)
<ipython-input-2-37de876b5fda> in <module>()
----> 1 assert age>12 and age<120

AssertionError:
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Publish your computer 
code: it is good enough
Freely provided working code — whatever its quality — improves programming 
and enables others to engage with your research, says Nick Barnes.

I am a professional software engineer and I want to share a trade 
secret with scientists: most professional computer software isn’t 
very good. The code inside your laptop, television, phone or car is 

often badly documented, inconsistent and poorly tested. 
Why does this matter to science? Because to turn raw data into 

published research papers often requires a little programming, which 
means that most scientists write software. And you scientists generally 
think the code you write is poor. It doesn’t contain good comments, 
have sensible variable names or proper indentation. It breaks if you 
introduce badly formatted data, and you need to edit the output by 
hand to get the columns to line up. It includes a routine written by a 
graduate student which you never completely understood, and so on. 
Sound familiar? Well, those things don’t matter. 

That the code is a little raw is one of the main reasons scientists give 
for not sharing it with others. Yet, software in all 
trades is written to be good enough for the job 
intended. So if your code is good enough to do 
the job, then it is good enough to release — and 
releasing it will help your research and your field. 
At the Climate Code Foundation, we encourage 
scientists to publish their software. Our expe-
rience shows why this is important and how 
researchers in all fields can benefit.

 Programs written by scientists may be small 
scripts to draw charts and calculate correla-
tions, trends and significance, larger routines 
to process and filter data in more complex ways, 
or telemetry software to control or acquire data 
from lab or field equipment. Often they are an 
awkward mix of these different parts, glued 
together with piecemeal scripts. What they 
have in common is that, after a paper’s publica-
tion, they often languish in an obscure folder or are simply deleted. 
Although the paper may include a brief mathematical description 
of the processing algorithm, it is rare for science software to be 
published or even reliably preserved.

Last year’s global fuss over the release of climate-science e-mails 
from the University of East Anglia (UEA) in Norwich, UK,  
highlighted the issue, and led the official inquiry to call for scientists 
to publish code. My efforts pre-date the UEA incident and grew from 
work in 2008 based on software used by NASA to report global tem-
peratures. Released on its website in 2007, the NASA code was messy 
and proved difficult for critics to run on their own computers. Most 
did not seem to try very hard, and nonsense was written about fraud 
and conspiracy. With other volunteers, I rewrote 
the software to make it easier for non-experts to 
understand and run. All software has bugs, and 
we found a number of minor problems, which 
had no bearing on the results. NASA fixed  

them and now intends to replace its original software with ours.
So, openness improved both the code used by the scientists and the 

ability of the public to engage with their work. This is to be expected. 
Other scientific methods improve through peer review. The open-
source movement has led to rapid improvements within the software 
industry. But science source code, not exposed to scrutiny, cannot 
benefit in this way.

NO EXCUSES
If scientists stand to gain, why do you not publish your code? I have 
already discussed misplaced concern about quality. Here are my 
responses to some other common excuses.

It is not common practice. As explained above, this must change in 
climate science and should do so across all fields. Some disciplines, 

such as bioinformatics, are already changing.
People will pick holes and demand support and 

bug fixes. Publishing code may see you accused of 
sloppiness. Not publishing can draw allegations 
of fraud. Which is worse? Nobody is entitled to 
demand technical support for freely provided 
code: if the feedback is unhelpful, ignore it.

The code is valuable intellectual property that 
belongs to my institution. Really, that little MAT-
LAB routine to calculate a two-part fit is worth 
money? Frankly, I doubt it. Some code may have 
long-term commercial potential, but almost all 
the value lies in your expertise. My industry has 
a name for code not backed by skilled experts: 
abandonware. Institutions should support pub-
lishing; those who refuse are blocking progress.

It is too much work to polish the code. For 
scientists, the word publication is totemic, and 

signifies perfectionism. But your papers need not include meticulous 
pages of Fortran; the original code can be published as supplementary 
information, available from an institutional or journal website.

I accept that the necessary and inevitable change I call for cannot be 
made by scientists alone. Governments, agencies and funding bodies 
have all called for transparency. To make it happen, they have to be 
prepared to make the necessary policy changes, and to pay for training, 
workshops and initiatives. But the most important change must come 
in the attitude of scientists. If you are still hesitant about releasing your 
code, then ask yourself this question: does it perform the algorithm 
you describe in your paper? If it does, your audience will accept it, and 
maybe feel happier with its own efforts to write programs. If not, well, 
you should fix that anyway. O SEE NEWS FEATURE P. 775

Nick Barnes is director of the Climate Code Foundation,  
Sheffield S17 4DL, UK. 
e-mail: nb@climatecode.org
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Conclusions

• Human cognitive biases work against the goals of 
science 

• We need to redesign the choice architecture of 
neuroimaging methods so that it prevents rather 
than affords fooling ourselves 

• Doing these things will make your life harder but 
make your science better 

• If every experiment “works” then are we really 
doing interesting science?
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